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Preface
[Lie] did not follow the accepted paths. . . I
would compare him rather to a pathfinder in
a primal forest who always knows how to find
the way, whereas others thrash around in the
thicket. . . moreover, his pathway always leads
past the best vistas, over unknown mountains and
valleys.

Friedrich Engel.

Lie algebras are an essential tool in studying both algebraic groups and Lie groups.
Chapter I develops the basic theory of Lie algebras, including the fundamental theorems of
Engel, Lie, Cartan, Weyl, Ado, and Poincaré-Birkhoff-Witt. The classification of semisim-
ple Lie algebras in terms of the Dynkin diagrams is explained, and the structure of semisim-
ple Lie algebras and their representations described.

In Chapter II we apply the theory of Lie algebras to the study of algebraic groups in
characteristic zero. As Cartier (1956) noted, the relation between Lie algebras and algebraic
groups in characteristic zero is best understood through their categories of representations.

For example, when g is a semisimple Lie algebra, the representations of g form a tan-
nakian category Rep.g/ whose associated affine group G is the simply connected semisim-
ple algebraic group G with Lie algebra g. In other words,

Rep.G/D Rep.g/ (1)

with G a simply connected semisimple algebraic group having Lie algebra g. It is possible
to compute the centre of G from Rep.g/, and to identify the subcategory of Rep.g/ corre-
sponding to each quotient of G by a finite subgroup. This makes it possible to read off the
entire theory of semisimple algebraic groups and their representations from the (apparently
simpler) theory of semisimple Lie algebras.

For a general Lie algebra g, we consider the category Repnil.g/ of representations of g
such that the elements in the largest nilpotent ideal of g act as nilpotent endomorphisms.
Ado’s theorem assures us that g has a faithful such representation, and from this we are
able to deduce a correspondence between algebraic Lie algebras and algebraic groups with
unipotent centre.

Let G be a reductive algebraic group with a split maximal torus T . The action of T on
the Lie algebra g of G induces a decomposition

gD h˚
M

˛2R
g˛; hD Lie.T /,

of g into eigenspaces g˛ indexed by certain characters ˛ of T , called the roots. A root ˛
determines a copy s˛ of sl2 in g. From the composite of the exact tensor functors

Rep.G/! Rep.g/! Rep.s˛/
(1)
D Rep.S˛/,

we obtain a homomorphism from a copy S˛ of SL2 into G. Regard ˛ as a root of S˛; then
its coroot ˛_ can be regarded as an element of X�.T /. The system .X�.T /;R;˛ 7! ˛_/

is a root datum. From this, and the Borel fixed point theorem, the entire theory of split
reductive groups over fields of characteristic zero follows easily.
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Although there are many books on algebraic groups, and even more on Lie groups,
there are few that treat both. In fact it is not easy to discover in the expository literature
what the precise relation between the two is. In Chapter III we show that all connected
complex semisimple Lie groups are algebraic groups, and that all connected real semisimple
Lie groups arise as covering groups of algebraic groups. Thus readers who understand the
theory of algebraic groups and their representations will find that they also understand much
of the theory of Lie groups. Again, the key tool is tannakian duality.

Realizing a Lie group as an algebraic group is the first step towards understanding the
discrete subgroups of the Lie group. We discuss the discrete groups that arise in this way in
an appendix.

At present, only the split case is covered in Chapter I, only the semisimple case is
covered in detail in Chapter II, and only a partial summary of Chapter III is available.

Notations; terminology
We use the standard (Bourbaki) notations: N D f0;1;2; : : :g; Z D ring of integers; Q D
field of rational numbers; RD field of real numbers; CD field of complex numbers; Fp D
Z=pZD field with p elements, p a prime number. For integers m and n, mjn means that
m divides n, i.e., n 2mZ. Throughout the notes, p is a prime number, i.e., p D 2;3;5; : : :.

Throughout k is the ground field, usually of characteristic zero, and R always denotes
a commutative k-algebra. A k-algebra A is a k-module equipped with a k-bilinear (mul-
tiplication) map A�A! k. Associative k-algebras are required to have an element 1,
and fc1 j c 2 kg is contained in the centre of the algebra. Unadorned tensor products are
over k. Notations from commutative algebra are as in my primer. When k is a field, ksep

denotes a separable algebraic closure of k and kal an algebraic closure of k. The dual
Homk-linear.V;k/ of a k-module V is denoted by V _. The transpose of a matrix M is de-
noted by M t . We define the eigenvalues of an endomorphism of a vector space to be the
roots of its characteristic polynomial.

We use the terms “morphism of functors” and “natural transformation of functors” in-
terchangeably. When F and F 0 are functors from a category, we say that “a homomorphism
F.a/! F 0.a/ is natural in a” when we have a family of such maps, indexed by the objects
a of the category, forming a natural transformation F ! F 0. For a natural transformation
˛WF ! F 0, we often write ˛R for the morphism ˛.R/WF.R/! F 0.R/. When its action on
morphisms is obvious, we usually describe a functor F by giving its action R F.R/ on
objects. Categories are required to be locally small (i.e., the morphisms between any two
objects form a set), except for the category A_ of functors A!Set. A diagramA!B⇒C

is said to be exact if the first arrow is the equalizer of the pair of arrows; in particular, this
means that A! B is a monomorphism.

The symbol� denotes a surjective map, and ,! an injective map.
We use the following conventions:

X � Y X is a subset of Y (not necessarily proper);
X

def
D Y X is defined to be Y , or equals Y by definition;

X � Y X is isomorphic to Y ;
X ' Y X and Y are canonically isomorphic (or there is a given or unique isomorphism);

Passages designed to prevent the reader from falling into a possibly fatal error are sig-
nalled by putting the symbolA in the margin.

ASIDES may be skipped; NOTES are often reminders to the author.
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Prerequisites
The only prerequisite for Chapter I (Lie algebras) is the algebra normally taught in first-
year graduate courses and in some advanced undergraduate courses. Chapter II (algebraic
groups) makes use of some algebraic geometry from the first 11 chapters of my notes AG,
and Chapter III (Lie groups) assumes some familiarity with manifolds.

References
In addition to the references listed at the end (and in footnotes), I shall refer to the following
of my notes (available on my website):

GT Group Theory (v3.13, 2013).
CA A Primer of Commutative Algebra (v2.23, 2013).
AG Algebraic Geometry (v5.22, 2012).
AGS Basic Theory of Affine Group Schemes (v1.00, 2012).

The links to GT, CA, AG, and AGS in the pdf file will work if the files are placed in the
same directory.

Also, I use the following abbreviations:

Bourbaki A Bourbaki, Algèbre.
Bourbaki LIE Bourbaki, Groupes et Algèbres de Lie (I 1972; II–III 1972; IV–VI 1981).
DG Demazure and Gabriel, Groupes Algébriques, Tome I, 1970.
Sophus Lie Séminaire “Sophus Lie”, Paris, 1954–56.
monnnn http://mathoverflow.net/questions/nnnn/

The works of Casselman cited can be found on his home page under “Essays on repre-
sentations and automorphic forms”.

Acknowledgements
I thank the following for providing comments and corrections for earlier versions of these
notes: Lyosha Beshenov; Roland Loetscher; Bhupendra Nath Tiwari, and others.
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RIEMANN (1826–1866). Defined the spaces that bear his name. The study of these spaces
led to the introduction of local Lie groups and Lie algebras.
LIE (1842–1899). Founded and developed the subject that bears his name with the original
intention of finding a “Galois theory” for systems of differential equations.
KILLING (1847–1923). He introduced Lie algebras independently of Lie in order to un-
derstand the different noneuclidean geometries (manifolds of constant curvature), and he
classified the possible Lie algebras over the complex numbers in terms of root systems. In-
troduced Cartan subalgebras, Cartan matrices, Weyl groups, and Coxeter transformations.
MAURER (1859–1927). His thesis was on linear substitutions (matrix groups). He charac-
terized the Lie algebras of algebraic groups, and essentially proved that group varieties are
rational (in characteristic zero).
ENGEL (1861–1941). In collaborating with Lie on the three-volume Theorie der Transfor-
mationsgruppen and editing Lie’s collected works, he helped put Lie’s ideas into coherent
form and make them more accessible.
E. CARTAN (1869–1951). Corrected and completed the work of Killing on the classifi-
cation of semisimple Lie algebras over C, and extended it to give a classification of their
representations. He also classified the semisimple Lie algebras over R, and he used this to
classify symmetric spaces.
WEYL (1885–1955). He was a pioneer in the application of Lie groups to physics. He
proved that the finite-dimensional representations of semisimple Lie algebras and semisim-
ple Lie groups are semisimple (completely reducible).

NOETHER (1882–1935).
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BRAUER (1901–1977).
ALBERT (1905–1972).

They found a classification of semisimple algebras
over number fields, which leads to a classification of
the classical algebraic groups over the same fields.

HOPF (1894–1971). Observed that a multiplication map on a manifold defines a comultipli-
cation map on the cohomology ring, and exploited this to study the ring. This observation
led to the notion of a Hopf algebra.

VON NEUMANN (1903–1957). Proved that every closed subgroup of a real Lie group is
again a Lie group.

WEIL (1906–1998). Foundational work on algebraic groups over arbitrary fields. Classified
the classical algebraic groups over arbitrary fields in terms of semisimple algebras with
involution (thereby winning the all India cocycling championship for 1960). Introduced
adéles into the study of arithmetic problems on algebraic groups.
CHEVALLEY (1909–1984). He proved the existence of the simple Lie algebras and of
their representations without using a case-by-case argument. Was the leading pioneer in
the development of the theory algebraic groups over arbitrary fields. Classified the split
semisimple algebraic groups over any field, and in the process found new classes of finite
simple groups.
JACOBSON (1910–1999). Proved that most of the classical results on Lie algebras remain
true over any field of characteristic zero (at least for split algebras).
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dently of Tits).

TITS (1930–). His theory of buildings gives a geometric approach to the study of algebraic
groups, especially the exceptional simple groups. With Bruhat he used them to study the
structure of algebraic groups over discrete valuation rings.

MARGULIS (1946–). Proved fundamental results on discrete subgroups of Lie groups.
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CHAPTER I
Lie Algebras

The Lie algebra of an algebraic group or Lie group is the first linear approximation of the
group. The study of Lie algebras is much more elementary than that of the groups, and
so we begin with it. Beyond the basic results of Engel, Lie, and Cartan on nilpotent and
solvable Lie algebras, the main theorems in this chapter attach a root system to each split
semisimple Lie algebra and explain how to deduce the structure of the Lie algebra (for
example, its Lie subalgebras) and its representations from the root system.

The first nine sections are almost complete except that a few proofs are omitted (refer-
ences are given). The remaining sections are not yet written. They will extend the theory to
nonsplit Lie algebras. Specifically, they will cover the following topics.

˘ Classification of Lie algebras over R their representations in terms of “enhanced”
Dynkin diagrams; Cartan involutions.

˘ Classification of forms of a (split) Lie algebra by Galois cohomology groups.
˘ Description of all classical Lie algebras in terms of semisimple algebras with involu-

tion.
˘ Relative root systems, and the classification of Lie algebras and their representations

in terms relative root systems and the anisotropic kernel.

In this chapter, we follow Bourbaki’s terminology and exposition quite closely, extract-
ing what we need for the remaining two chapters.

Throughout this chapter k is a field.

1 Definitions and basic properties

Basic definitions
DEFINITION 1.1 A Lie algebra over a field k is a vector space g over k together with a
k-bilinear map

Œ ; �Wg�g! g

(called the bracket) such that

(a) Œx;x�D 0 for all x 2 g,
(b) Œx; Œy;z��C Œy; Œz;x��C Œz; Œx;y��D 0 for all x;y;z 2 g.
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12 CHAPTER I. LIE ALGEBRAS

A homomorphism of Lie algebras is a k-linear map ˛Wg! g0 such that

˛.Œx;y�/D Œ˛.x/;˛.y/� for all x;y 2 g:

Condition (b) is called the Jacobi identity. Note that (a) applied to ŒxCy;xCy� shows
that the Lie bracket is skew-symmetric,

Œx;y�D�Œy;x�, for all x;y 2 g; (2)

and that (2) allows us to rewrite the Jacobi identity as

Œx; Œy;z��D ŒŒx;y�;z�C Œy; Œx;z�� (3)

or
ŒŒx;y�;z�D Œx; Œy;z��� Œy; Œx;z�� (4)

A Lie subalgebra of a Lie algebra g is a k-subspace s such that Œx;y� 2 s whenever
x;y 2 s (i.e., such that1 Œs;s�� s). With the bracket, it becomes a Lie algebra.

A Lie algebra g is said to be commutative (or abelian) if Œx;y�D 0 for all x;y 2 g. Thus,
to give a commutative Lie algebra amounts to giving a finite-dimensional vector space.

An injective homomorphism is sometimes called an embedding, and a surjective homo-
morphism is sometimes called a quotient map.

We shall be mainly concerned with finite-dimensional Lie algebras. Suppose that g has
a basis fe1; : : : ; eng, and write

Œei ; ej �D

nX
lD1

alij el ; alij 2 k; 1� i;j � n: (5)

The alij , 1 � i;j; l � n, are called the structure constants of g relative to the given basis.
They determine the bracket on g.

DEFINITION 1.2 An ideal in a Lie algebra g is a subspace a such that Œx;a�2 a for all x 2 g
and a 2 a (i.e., such that Œg;a�� a).

Notice that, because of the skew-symmetry of the bracket

Œg;a�� a ” Œa;g�� a ” Œg;a�� a and Œa;g�� a

— all left (or right) ideals are two-sided ideals.

Examples

1.3 Up to isomorphism, the only noncommutative Lie algebra of dimension 2 is that with
basis x;y and bracket determined by Œx;y�D x (exercise).

1.4 Let A be an associative k-algebra. The bracket

Œa;b�D ab�ba (6)

1We write Œs; t� for the k-subspace of g spanned by the brackets Œx;y� with x 2 s and y 2 t.
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is k-bilinear, and it makes A into a Lie algebra ŒA� because Œa;a� is obviously 0 and the
Jacobi identity can be proved by a direct calculation. In fact, on expanding out the left side
of the Jacobi identity for a;b;c one obtains a sum of 12 terms, 6 with plus signs and 6 with
minus signs; by symmetry, each permutation of a;b;c must occur exactly once with a plus
sign and exactly once with a minus sign.

1.5 In the special case of (1.4) in which ADMn.k/, we obtain the Lie algebra gln. Thus
gln consists of the n�n matrices A with entries in k endowed with the bracket

ŒA;B�D AB �BA:

Let Eij be the matrix with 1 in the ij th position and 0 elsewhere. These matrices form a
basis for gln, and

ŒEij ;Ei 0j 0 �D

8<:
Eij 0 if j D i 0

�Ei 0j if i D j 0

0 otherwise.
(7)

More generally, let V be a k-vector space. From A D Endk-linear.V / we obtain the Lie
algebra glV of endomorphisms of V with

Œ˛;ˇ�D ˛ ıˇ�ˇ ı˛:

1.6 Let A be an associative k-algebra such that k D k1 is contained the centre of A. An
involution of A is a k-linear map a 7! a�WA! A such that

.aCb/� D a�Cb�; .ab/� D b�a�; a�� D a

for all a;b 2 A. When � is an involution of A,

ŒA;��
def
D fa 2 A j aCa� D 0g

is a Lie k-subalgebra of ŒA�, because it is a k-subspace and

Œa;b�� D .ab�ba/� D b�a��a�b� D ba�ab D�Œb;a�:

1.7 Let V be a finite-dimensional vector space over k, and let

ˇWV �V ! k

be a nondegenerate k-bilinear form. Define �WEnd.V /! End.V / by

ˇ.av;v0/D ˇ.v;a�v0/; a 2 End.V /, v;v0 2 V:

Then .aCb/� D a�Cb� and .ab/� D b�a�. If ˇ is symmetric or skew-symmetric, then �
is an involution, and ŒEnd.V /;�� is the Lie algebra

gD
˚
x 2 glV j ˇ.xv;v

0/Cˇ.v;xv0/D 0 all v;v0 2 V
	
:
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1.8 The following are all Lie subalgebras of gln:

sln D fA 2Mn.k/ j trace.A/D 0g;

on D fA 2Mn.k/ j A is skew symmetric, i.e., ACAt D 0g;

spn D
˚
A 2Mn.k/

ˇ̌ �
0 I
�I 0

�
ACAt

�
0 I
�I 0

�
D 0

	
;

bn D f.cij / j cij D 0 if i > j g (upper triangular matrices);

nn D f.cij / j cij D 0 if i � j g (strictly upper triangular matrices);

dn D f.cij / j cij D 0 if i ¤ j g (diagonal matrices).

To see that sln is a Lie subalgebra of gln, note that, for n� n matrices A D .aij / and
B D .bij /,

trace.AB/D
X

1�i;j�n
aij bj i D trace.BA/. (8)

Therefore ŒA;B�D AB �BA has trace zero. Similarly, the endomorphisms with trace 0 of
a finite-dimensional vector space V form a Lie subalgebra slV of glV . Both on and spn are
special cases of (1.7).

NOTATION 1.9 We write ha;b; : : :i for Span.a;b; : : :/, and we write ha;b; : : : jRi for the
Lie algebra with basis a;b; : : : and the bracket given by the rules R. For example, the Lie
algebra in (1.3) can be written hx;y j Œx;y�D xi.

NOTES Although Lie algebras have been studied since the 1880s, the term “Lie algebra” was intro-
duced by Weyl only in 1934. Previously people had spoken of “infinitesimal groups” or used even
less precise terms. See Bourbaki LIE, Historical Note to Chapters 1–3, IV.

Derivations; the adjoint map
DEFINITION 1.10 Let A be a k-algebra (not necessarily associative). A derivation of A is
a k-linear map DWA! A such that

D.ab/DD.a/bCaD.b/ for all a;b 2 A: (9)

The composite of two derivations need not be a derivation, but their bracket

ŒD;E�DD ıE�E ıD

is, and so the set of k-derivations A!A is a Lie subalgebra Derk.A/ of glA. For example,
if the product on A is trivial, then the condition (9) is vacuous, and so Derk.A/D glA.

DEFINITION 1.11 Let g be a Lie algebra. For a fixed x in g, the linear map

y 7! Œx;y�Wg! g

is called the adjoint (linear) map of x, and is denoted adg.x/ or ad.x/ (we sometimes omit
the parentheses) .

For each x, the map adg.x/ is a k-derivation of g because (3) can be rewritten as

ad.x/Œy;z�D Œad.x/y;z�C Œy;ad.x/z�:
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Moreover, adg is a homomorphism of Lie algebras g!Der.g/ because (4) can be rewritten
as

ad.Œx;y�/z D ad.x/.ad.y/z/� ad.y/.ad.x/z/:

The kernel of adgWg! Derk.g/ is the centre of g,

z.g/D fx 2 g j Œx;g�D 0g:

The derivations of g of the form adx are said to be inner (by analogy with the inner auto-
morphisms of a group).

An ideal in g is a subspace stable under all inner derivations of g. A subspace stable
under all derivations is called a characteristic ideal. For example, the centre z.g/ of g
is a characteristic ideal of g. An ideal a in g is, in particular, a subalgebra of g; if a is
characteristic, then every ideal in a is also an ideal in g.

The isomorphism theorems
When a is an ideal in a Lie algebra g, the quotient vector space g=a becomes a Lie algebra
with the bracket

ŒxCa;yCa�D Œx;y�Ca.

The following statements are straightforward consequences of the similar statements for
vector spaces.

1.12 (Existence of quotients). The kernel of a homomorphism g! g0 of Lie algebras is
an ideal, and every ideal a is the kernel of a quotient map g! q.

1.13 (Homomorphism theorem). The image of a homomorphism ˛Wg! g0 of Lie algebras
is a Lie subalgebra ˛g of g0, and ˛ defines an isomorphism of g=Ker.˛/ onto ˛g; in partic-
ular, every homomorphism of Lie algebras is the composite of a surjective homomorphism
with an injective homomorphism.

1.14 (Isomorphism theorem). Let h and a be Lie subalgebras of g. If Œh;a�� a, then hCa
is a Lie subalgebra of g, h\a is an ideal in h, and the map

xCh\a 7! xCaWh=h\a! .hCa/=a

is an isomorphism.

1.15 (Correspondence theorem). Let a be an ideal in a Lie algebra g. The map h 7! h=a
is a bijection from the set of Lie subalgebras of g containing a to the set of Lie subalgebras
of g=a. A Lie subalgebra h containing a is an ideal if and only if h=a is an ideal in g=a, in
which case the map

g=h! .g=a/=.h=a/

is an isomorphism.
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Normalizers and centralizers
For a subalgebra h of g, the normalizer and centralizer of h in g are

ng.h/D fx 2 g j Œx;h�� hg

cg.h/D fx 2 g j Œx;h�D 0g:

These are both subalgebras of g, and ng.h/ is the largest subalgebra containing h as an ideal.
When h is commutative, cg.h/ is the largest subalgebra of g containing h in its centre.

Extensions; semidirect products
An exact sequence of Lie algebras

0! a! g! b! 0

is called an extension of b by a. The extension is said to be central if a is contained in the
centre of g, i.e., if Œg;a�D 0.

Let a be an ideal in a Lie algebra g. Each element g of g defines a derivation a 7! Œg;a�

of a, and this defines a homomorphism

�Wg! Der.a/; g 7! ad.g/ja.

If there exists a Lie subalgebra q of g such that g! g=a maps q isomorphically onto g=a,
then I claim that we can reconstruct g from a, q, and �jq. Indeed, each element g of g can
be written uniquely in the form

g D aCq; a 2 a; q 2 qI

— here q must be the unique element of Q mapping to gCa in g=a and a must be g�q.
Thus we have a one-to-one correspondence of sets

g
1-1
 ! a�q;

which is, in fact, an isomorphism of k-vector spaces. If g D aCq and g0 D a0Cq0, then

Œg;g0�D ŒaCq;a0Cq0�

D Œa;a0�C Œa;q0�C Œq;a0�C Œq;q0�

D
�
Œa;a0�C�qa

0
��q0a

�
C Œq;q0�;

which proves the claim.

DEFINITION 1.16 A Lie algebra g is a semidirect product of subalgebras a and q, denoted
g D ao q, if a is an ideal in g and the quotient map g! g=a induces an isomorphism
q! g=a.

We have seen that, from a semidirect product gD aoq, we obtain a triple

.a;q;�Wq! Derk.a//;

and that the triple determines g. We now show that every triple .a;q;�/ consisting of two
Lie algebras a and q and a homomorphism �Wq!Derk.a/ arises from a semidirect product.
As a k-vector space, we let gD a˚q, and we define

Œ.a;q/; .a0;q0/�D
�
Œa;a0�C�qa

0
��q0a; Œq;q

0�
�

. (10)
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PROPOSITION 1.17 The bracket (10) makes g into a Lie algebra.

PROOF. Routine verification. 2

We denote g by ao� q. The extension

0! a! ao� q! q! 0

is central if and only if a is commutative and � is the zero map.

Examples

1.18 Let D be a derivation of a Lie algebra a. Let q be the one-dimensional Lie algebra
k, and let

gD ao� q,

where � is the map c 7! cDWq! Derk.a/. For the element x D .0;1/ of g, adg.x/jaDD,
and so the derivation D of a has become an inner derivation in g.

1.19 Let V be a finite-dimensional k-vector space. When we regard V as a commutative
Lie algebra, Derk.V /D glV . Let � be the identity map glV !Derk.V /. Then V o� glV is
a Lie algebra, denoted af.V /.2 An element of af.V / is a pair .v;x/ with v 2 V and u 2 glV ,
and the bracket is

Œ.v;u/; .v0;u0/�D .u.v0/�u0.v/; Œu;u0�/:

Let h be a Lie algebra, and let � Wh! af.V / be a k-linear map. We can write � D .�;�/
with �Wh! V and �Wh! glV linear maps, and � is a homomorphism of Lie algebras if and
only if � is a homomorphism of Lie algebras and

�.Œx;y�/D �.x/ � �.y/��.y/ � �.x/ (11)

for all x;y 2 h (we have written a �v for a.v/, a 2 glV , v 2 V ).
Let V 0 D V ˚k, and let

hD fw 2 glV 0 j w.V
0/� V g.

Then h is a Lie subalgebra of glV 0 . Define

�Wh! glV ; �.w/D wjV;

�Wh! V; �.w/D w.0;1/:

Then � is a homomorphism of Lie algebras, and .�;�/ satisfies (11), and so

� Wh! af.V /; w 7! .�.w/;�.w//

is a homomorphism of Lie algebras. The map � is bijective, and its inverse sends .v;u/ 2
af.V / to the element

.v0; c/ 7! .u.v0/C cv;0/

of h. See Bourbaki LIE, I, �1, 8, Ex. 2.

2It is the Lie algebra of the group of affine transformations of V — see Chapter II.
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The universal enveloping algebra
Recall (1.4) that an associative k-algebra A becomes a Lie algebra ŒA� with the bracket
Œa;b� D ab � ba. Let g be a Lie algebra. Among the pairs consisting of an associative
k-algebra A and a Lie algebra homomorphism g! ŒA�, there is one, �Wg! ŒU.g/�, that is
universal:

g U.g/

A

Lie

Lie associative

�
Hom.g; ŒA�/ ' Hom.U.g/;A/:

˛ ı� $ ˛

In other words, every Lie algebra homomorphism g! ŒA� extends uniquely to a homo-
morphism of associative algebras A! U.g/. The pair .U.g/;�/ is called the universal
enveloping algebra of g.

The algebra U.g/ can be constructed as follows. Recall that the tensor algebra T .V / of
a k-vector space V is

T .V /D k˚V ˚ .V ˝V /˚ .V ˝V ˝V /˚�� �

with the k-algebra structure

.x1˝�� �˝xr/ � .y1˝�� �˝ys/D x1˝�� �˝xr˝y1˝�� �˝ys:

It has the property that every k-linear map V ! A with A an associative k-algebra extends
uniquely to a k-algebra homomorphism T .V /! A. We define U.g/ to be the quotient of
T .g/ by the two-sided ideal generated by the tensors

x˝y�y˝x� Œx;y�; x;y 2 g: (12)

Every k-linear map ˛Wg!AwithA an associative k-algebra extends uniquely to k-algebra
homomorphism T .g/! A, which factors through U.g/ if and only if ˛ is a Lie algebra
homomorphism g! ŒA�.

If g is commutative, then (12) is just the relation x˝ y D y˝ x, and so U.g/ is the
symmetric algebra on g.

Assume that g is finite-dimensional, and let .alij /1�i;j;l�n be the family of structure
constants of g relative to a basis fe1; : : : ; eng (see (5)); let "i be the image of ei in U.g/;
then U.g/ is the associative k-algebra with generators "1; : : : ; "n and relations

"i"j � "j "i D

nX
lD1

alij "l . (13)

We study the structure of U.g/ later in this section (Theorems 1.30, 1.31).

Representations
A representation of a Lie algebra g on a k-vector space V is a homomorphism �Wg! glV .
Thus � sends x 2 g to a k-linear endomorphism �.x/ of V , and

�.Œx;y�/D �.x/�.y/��.y/�.x/:
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We often call V a g-module and write xv or xV v for �.x/.v/. With this notation

Œx;y�v D x.yv/�y.xv/. (14)

A representation � is said to be faithful if it is injective. The representation

x 7! adxWg! glg

is called the adjoint representation of g (see 1.11).
Let W be a subspace of V . The stabilizer of W in g is

gW
def
D fx 2 g j xW �W g.

It is clear from (14) that gW is a Lie subalgebra of g.
Let v 2 V . The isotropy algebra of v in g is

gv
def
D fx 2 g j xv D 0g:

It is a Lie subalgebra of g. An element v of V is said to be fixed by g, or invariant under g,
if gD gv, i.e., if gv D 0.

Let g be a Lie algebra over a field k. The representations of g on finite-dimensional
k-vector spaces form an abelian category, which we denote Rep.g/.

Every homomorphism g! glV of Lie algebras extends uniquely to a homomorphism
U.g/! Endk-linear.V / of associative algebras. It follows that the functor sending a repre-
sentation �WU.g/! Endk-linear.V / of U.g/ to �jg is an isomorphism(!) of categories

Rep.U.g//! Rep.g/:

1.20 Let V and W be finite-dimensional g-modules.

(a) There is a unique g-module structure on V ˝W such that

x.v˝w/D xV v˝wCv˝xWw; x 2 g; v 2 V; w 2W:

(b) The following formula defines a g-module structure on Hom.V;W /:

xf D xW f �f xV ; x 2 g; f 2 Hom.V;W /;

i.e.,
.xf /.v/D x �f .v/�f .x �v/; for v 2 V:

In particular, V _ has natural g-module structure:

.xf /.v/D f .v/�f .x �v/; v 2 V:

These statements can be proved directly, or they can be deduced from similar statements
for the enveloping algebras. For example, Hom.V;W / is a U.g/opp˝U.g/-module, and the
map

x 7! �x˝1C1˝xWg! U.g/opp
˝U.g/

preserves the bracket, and so Hom.V;W / acquires a g-module structure, which is that in
(b).

We sometimes write �V ˝�W for the representation in (a) and Hom.�V ;�W / for that
in (b).

See Bourbaki LIE, I, �3, for much more on such things.
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Jordan decompositions
1.21 Let ˛ be an endomorphism of a finite-dimensional k-vector space. For an eigenvalue
a of ˛, the primary space V a is

fv 2 V j .˛�a/mv D 0 some m� 1g:

If ˛ has all of its eigenvalues in k, i.e., if its characteristic polynomial splits in kŒX�,3 then
V D

L
a2I V

a, where I is the set of eigenvalues of ˛ (see AGS, X, 2.1).

PROPOSITION 1.22 Let V be a finite-dimensional vector space over a perfect field. For
any endomorphism ˛ of V , there exist unique endomorphisms ˛s and ˛n of V such that

(a) ˛ D ˛sC˛n,
(b) ˛s ı˛n D ˛n ı˛s , and
(c) ˛s is semisimple and ˛n is nilpotent.

Moreover, each of ˛s and ˛n is a polynomial in ˛.

PROOF. Assume first that ˛ has all of its eigenvalues in k, so that V is a direct sum of the
primary spaces, say, V D

L
a2I V

a. Define ˛s to be the endomorphism of V that acts as
a on V a for each a 2 I . Then ˛s is a semisimple endomorphism of V , and ˛n

def
D ˛�˛s

commutes with ˛s (because it does on each V a) and is nilpotent (because it is so on each
V a). Thus ˛s and ˛n satisfy the conditions (a,b,c).

Let na denote the multiplicity of the eigenvalue a. Because the polynomials .T �a/na ,
a 2 I , are relatively prime, the Chinese remainder theorem shows that there exists aQ.T /2
kŒT � such that

Q.T /� a mod .T �a/na

for all a 2 I . Then Q.˛/ acts as a on Va for each i , and so ˛s D Q.˛/. Moreover,
˛n D ˛�Q.˛/.

In the general case, because k is perfect, there exists a finite Galois extension k0 of k
such that ˛ has all of its eigenvalues in k0. Choose a basis for V , and use it to attach matrices
to endomorphisms of V and k0˝k V . Let A be the matrix of ˛. The first part of the proof
allows us to write A as the sum AD AsCAn of a semisimple matrix As and commuting
nilpotent matrix An with entries in k0; moreover, this decomposition is unique.

Let � 2 Gal.k0=k/, and for a matrix B D .bij /, define �B to be .�bij /. Because A has
entries in k, �AD A. Now

AD �AsC�An

is again a decomposition of A into commuting semisimple and nilpotent matrices. By
the uniqueness of the decomposition, �As D As and �An D An. Since this is true for all
� 2 Gal.k0=k/, the matrices As and An have entries in k. Now ˛ D ˛sC˛n, where ˛s and
˛n are the endomorphisms with matrices As and An, is a decomposition of ˛ satisfying (a)
and (b).

Finally, the first part of the proof shows that there exist ai 2 k0 such that

As D a0Ca1AC�� �Can�1A
n�1 .nD dimV /:

3Or, as Bourbaki likes to put it, ˛ is trigonalizable over k.
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The ai are unique, and so, on applying � , we find that they lie in k. Therefore,

˛s D a0Ca1˛C�� �Can�1˛
n�1
2 kŒ˛�:

Similarly, ˛u 2 kŒ˛�. 2

REMARK 1.23 (a) If 0 is an eigenvalue of ˛, then the polynomial Q.T / has no constant
term. Otherwise, we can choose it to satisfy the additional congruence

Q.T /� 0 mod T

in order to achieve the same result. Similarly, we can express ˛n as a polynomial in ˛
without constant term.

(b) Suppose kDC, and let xa denote the complex conjugate of a. There exists aQ.T / 2
CŒT � such that

Q.T /� xa mod .T �a/na

for all a 2 I . Then Q.˛/ is an endomorphism of V that acts on Va as xa. Again, we can
choose Q.T / to have no constant term.

A pair .˛s;˛n/ of endomorphisms satisfying the conditions (a,b,c) of (1.22) is called
an (additive) Jordan decomposition of ˛. The endomorphisms ˛s and ˛n are called the
semisimple and nilpotent parts of ˛.

PROPOSITION 1.24 Let ˛ be an endomorphism of a finite-dimensional vector space V over
a perfect field, and let ˛D ˛sC˛n be its Jordan decomposition. The Jordan decomposition
of

ad.˛/WEnd.V /! End.V /; ˇ 7! Œ˛;ˇ�D ˛ˇ�ˇ˛;

is
ad.˛/D ad.˛s/C ad.˛n/:

In particular, ad.˛/ is semisimple (resp. nilpotent) if ˛ is.

PROOF. Suppose first that ˛ is semisimple. After a field extension, there exists a basis
.ei /1�i�n of V for which the matrix of ˛ is diagonal, say, equal to diag.a1; : : : ;an/. If
.eij /1�i;j�n is the corresponding basis for End.V /, then ad.˛/eij D .ai � aj /eij for all
i;j . Therefore ad.˛/ is semisimple.

Next suppose that ˛ is nilpotent. Let ˇ 2 End.V /. Then

Œ˛;ˇ�D ˛ ıˇ�ˇ ı˛

Œ˛; Œ˛;ˇ��D ˛2 ıˇ�2˛ ıˇ ı˛Cˇ ı˛2

Œ˛; Œ˛; Œ˛;ˇ���D ˛3 ıˇ�3˛2 ıˇ ı˛C3˛ ıˇ ı˛2�ˇ ı˛3

� � � .

In general, .ad˛/m.ˇ/ is a sum of terms ˙˛j ıˇ ı˛m�j with 0 � j � m. Therefore, if
˛n D 0, then .ad˛/2n D 0.

For a general ˛, the Jordan decomposition ˛D ˛sC˛n gives a decomposition ad.˛/D
ad.˛s/Cad.˛n/. We have shown that ad.˛s/ is semisimple and that ad.˛n/ is nilpotent; the
two commute because

Œad.˛s/;ad.˛n/�D ad.Œ˛s;˛n�/D 0:

Therefore ad.˛/D ad.˛s/C ad.˛n/ is a Jordan decomposition. 2
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A
1.25 Let g be a Lie subalgebra of glV . If ˛ 2 g, it need not be true that ˛s and ˛n lie in
g. For example, the following rules define a five-dimensional (solvable) Lie algebra g DL
1�i�5kxi :

Œx1;x2�D x5; Œx1;x3�D x3; Œx2;x4�D x4 ; Œx1;x4�D Œx2;x3�D Œx3;x4�D Œx5;g�D 0

(Bourbaki LIE, I, �5, Exercise 6). For every injective homomorphism g ,! glV , there exists
an element of g whose semisimple and nilpotent components (as an endomorphism of V )
do not lie in g (ibid., VII, �5, Exercise 1).

Extension of the base field
Let k0 be a field containing k. If g is a Lie algebra over k, then gk0

def
D k0˝g becomes a Lie

algebra over k0 with the obvious bracket. Since much of the theory of Lie algebras is linear,
most things extend in an obvious way under k! k0. For example, if a is a Lie subalgebra
of g, then ak0 is a Lie subalgebra of gk0 , and

ngk0
.ak0/D ng.a/k0 (15)

cgk0
.ak0/D cg.a/k0 : (16)

Moreover, when g is finite-dimensional,

U.gk0/' U.g/k0 : (17)

The filtration on the universal enveloping algebra
Let g be a Lie algebra over k. The universal enveloping algebra U.g/ of g is not graded (the
tensor (12) is not homogeneous), but it is filtered.

Let T n be the k-subspace of T .g/ of homogeneous tensors of degree n, and let Tn DP
i�nT

i . The Tn’s make T .g/ into a filtered k-algebra:

TnTm � TnCm all n;m 2 N;

and
T .g/D

[
Tn � �� � � TnC1 � Tn � �� � � T0 � T�1 D f0g:

Let Un be the image of Tn in U.g/. Then the Un’s make U.g/ into a filtered k-algebra.
Let G be the graded algebra defined by the filtration .Un/n��1 on U.g/. Thus,

G D
M

n
Gn; Gn D Un=Un�1

with the obvious product structure, namely, for unCUn�1 2Gn and u0mCUm�1 2G
m,

.unCUn�1/.u
0
mCUm�1/D unu

0
mCUnCm�1:

For each n, we have a canonical map �n

T n! Un� Un=Un�1
def
DGn;

and hence k-linear map �WT .g/D
L
nT

n
˚�n
�!

L
nG

n DG.
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PROPOSITION 1.26 The map � is a surjective homomorphism of k-algebras, and it is zero
on the two-sided ideal generated by the elements x˝y�y˝x, x;y 2 g.

PROOF. Each map �n is surjective, and so � is surjective. That �.t t 0/ D �.t/�.t 0/ for
t 2 Tn, t 0 2 Tm, follows from the definition of the product inG. The image of x˝y�y˝x
in U2 � U.g/ is equal to that of Œx;y�, which lies in U1 � U2. Therefore the image of
x˝y�y˝x in U2=U1

def
DG1 is zero. 2

By definition, the symmetric algebra of g (as a k-vector space) is the quotient of T .g/
by the two-sided ideal generated by the elements x˝y�y˝x, x;y 2 g. The proposition
shows that � defines a surjective homomorphism

!WS.g/!G: (18)

PROPOSITION 1.27 If g is finite-dimensional, then the k-algebra U.g/ is left and right
noetherian.

PROOF. The symmetric algebra of a vector space of dimension r is a polynomial algebra
in r symbols, and so it is noetherian (Hilbert basis theorem). Quotients of noetherian rings
are (obviously) noetherian, and so G is noetherian. The filtration .Un/n��1 on U.g/ is
exhaustive, i.e., U.g/D

S
n��1Un, and it defines discrete topology on U.g//. We can now

apply the following standard result. [Actually, it would be easy to write out a direct proof.]2

LEMMA 1.28 Let A be a complete separated filtered ring whose filtration is exhaustive. If
the associated graded ring of A is left noetherian, then so also is A.

PROOF. Bourbaki AC, III, �2, 9, Cor. 2 to Proposition 12. 2

COROLLARY 1.29 Let I1; : : : ; Im be left ideals in U.g/. If each Ii is of finite codimension
in U.g/, then so also is I1 � � �Im.

PROOF. Since I1 � � �Im D I1.I2 � � �Im/, it suffices to prove this for mD 2. Let u1; : : : ;um
be elements of U.g/ generating U.g/=I1 as a k-vector space, and let v1; : : : ;vn be elements
of I2 generating I2 as a leftU.g/-module. Then the elements uivjCI1I2 generate I1=I1I2
as a k-vector space. Now

dimk.U=I1I2/D dimk.U=I1/Cdimk.I1=I1I2/ <1: 2

The Poincaré-Birkhoff-Witt theorem
Throughout this subsection, g is a finite-dimensional Lie algebra over a field k of charac-
teristic zero.

THEOREM 1.30 (POINCARÉ, BIRKHOFF, WITT) Let fe1; : : : ; erg be a basis for g as a k-
vector space, and let "i D �.ei /. Then the set

f"
m1

1 "
m2

2 � � �"
mr
r jm1; : : : ;mr 2 Ng (19)

is a basis for U.g/ as a k-vector space.



24 CHAPTER I. LIE ALGEBRAS

For example, if g is commutative, then U.g/ is the polynomial algebra in the symbols
"1; : : : ; "r .

As U.g/ is generated as a k-algebra by "1; : : : ; "r , it is generated as a k-vector space by
the elements "i1"i2 � � �"im , 1� ij � r , m 2 N. The relations (13) allow one to “reorder” the
factors in such a term, and deduce that the set (19) spans U.g/; the import of the theorem is
that the set is linearly independent. In particular, the set f"1; : : : ; "rg is linearly independent.

For each family M D .mi /1�i�r , mi 2 N, let

jM j Dm1C�� �Cmr

eM D e
˝m1

1 ˝�� �˝ emr
r 2 T .g/

"M D "
˝m1

1 ˝�� �˝ "mr
r 2 U.g/:

The theorem says that the elements "M form a basis for U.g/ as a k-vector space.
We defer the proof of Theorem 1.30 to the end of the subsection.

THEOREM 1.31 The homomorphism !WS.g/!G (see (18)) is an isomorphism of graded
k-algebras.

PROOF. The elements "M with jM j � n span Un, and (1.30) shows that they form a basis
for Un. Therefore, the elements "M CUn�1 with jM j D n form a basis of Gn. Let sM

denote the image of "M in S.g/. Then the elements sM with jM j D n form a basis for the
k-vector space of homogeneous elements in S.g/ of degree n. As ! maps sN to "M , we
see that it is an isomorphism. 2

The following are all immediate consequences of Theorem 1.30.

1.32 The map �Wg! U.g/ is an isomorphism of g onto its image.

1.33 For any Lie subalgebra g0 of g, the homomorphism U.g0/! U.g/ is injective.

1.34 If g D g1˚ g2 with g1 and g2 subalgebras of g, then U.g/ ' U.g1/˝U.g2/ as
k-vector spaces (not algebras).

1.35 The only invertible elements of U.g/ are the nonzero scalars.

1.36 The algebra U.g/ has no nonzero zero divisors.

Proof of Theorem 1.30

The following is the key lemma.

LEMMA 1.37 Let fe1; : : : ; erg be a basis for g as a k-vector space, and let "i D �.ei /: If
�Wg! U.g/ is injective, then the set f"M jM 2 Nrg is a basis for U.g/.

PROOF. The following is copied verbatim from Sophus Lie Exposé 1 (Cartier).
We have to show that, if the "i are linearly independent, then so also are "M . As � is

injective, we can use the same letter for an element of g and its image in U.g/.
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The map
x 7! x˝1C1˝xWg! U.g/˝U.g/

is a Lie algebra homomorphism, and so it extends to a homomorphism of associative k-
algebras

H WU.g/! U.g/˝U.g/:

We have

H.xm/D .x˝1C1˝x/m D
X

pCqDm

�
m

p

�
xp˝xq

because x˝1 and 1˝x commute. Moreover, for M 2 Nr ,

tM D ."M /�1˝ "M � "M ˝1D
X

PCQDM; P;Q¤;

�
M

P

�
"P ˝ "Q (20)

where �
M

P

�
D

Y
i2I

�
mi
pi

�
.

The proof proceeds by induction on jM j. By hypothesis, the "N are linearly indepen-
dent if jN j D 1; suppose that they are linearly independent for jN j �m and jM j �mC1.
Then the yP;Q def

D "P ˝ "Q occurring in the expression for tM are linearly independent in
Um˝Um. No tM is zero if m > 1 (we are in characteristic 0!), and if M ¤M 0 (m > 1),
then tM and tM

0

do not involve the same yP;Q because tM involves only yP;Q with
P CQ D M and tM

0

involves only yP;Q with P CQ D M 0 ¤ M ; they are therefore
linearly independent.

Suppose that there exists a linear relation
P
aM "

M D 0 between the "M . We deduce
that X

aM t
M
D

X
aMH."

M /�1˝
X

aM "
M
�

X
aM "

M
˝1;

which implies that aM D 0 unless jM j D 1. But then "M D "i for some i , and we are
assuming that the "i are linearly independent. Therefore all the aM are zero, and the "M

are linearly independent. 2

NOTES

1.38 Suppose that g admits a faithful representation  Wg! gln D ŒMn�. Then  D a ı�
for some homomorphism aWU.g/!Mn of associative k-algebras. As  is injective, so also
as �. Therefore, Theorem 1.30 for g follows from Lemma 1.37. As Ado’s theorem (6.27
below), shows that every finite-dimensional Lie algebra admits a faithful representation,
this completes the proof of Theorem 1.30: (Corollary 1.29 is used in the proof of Ado’s
theorem, specifically, in the proof of the Zassenhaus extension theorem (6.28), but nothing
from this subsection.)

1.39 The Poincaré-Birkhoff-Witt theorem holds also for infinite-dimensional Lie alge-
bras: for any totally ordered basis .ei /i2I for g, the elements "M , M 2 N.I /, form a basis
for U.g/ as a k-vector space. Lemma 1.37 (and its proof) hold for infinite-dimensional Lie
algebras, and so the infinite-dimensional theorem follows from the next two statements: if
the PBW theorem holds for a Lie algebra g, then it holds for every quotient of g; if g is a
free Lie algebra, then the map �Wg! U.g/ is injective. See Sophus Lie Exposé 1, Lemme
1, Lemme 3.
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1.40 In the form (1.31), the PBW theorem holds for all Lie algebras g over a commutative
ring k such that g is free as a k-module. See Bourbaki LIE, I, �2, 7.

1.41 For the proof of the PBW theorem, see Casselman, Introduction to Lie algebras, �15,
and the discussion in mo87402.

Nilpotent, solvable, and semisimple Lie algebras
A Lie algebra is nilpotent if it can be obtained from commutative Lie algebras by successive
central extensions, and it is solvable if it can be obtained from commutative Lie algebras by
successive extensions, not necessarily central. For example, the Lie algebra nn of strictly
upper triangular matrices is nilpotent, and the Lie algebra bn of upper triangular matrices is
solvable. The Lie algebra

hx;y j Œx;y�D xi

is solvable but not nilpotent (the extension

0! hxi ! hx;yi ! hx;yi=hxi ! 0

is not central), and the Lie algebra

hx;y;z j Œx;y�D z; Œx;z�D Œy;z�D 0i

is nilpotent, hence also solvable (the extension

0! hzi ! hx;y;zi ! hx;y;zi=hzi ! 0

is central and the quotient is commutative).
The centre of a nontrivial nilpotent Lie algebra is nontrivial. By contrast, a Lie algebra

whose centre is trivial is said to be semisimple. Such a Lie algebra is a product of simple
Lie algebras. In the next three sections, we study nilpotent, solvable, and semisimple Lie
algebras respectively.

2 Nilpotent Lie algebras: Engel’s theorem
In this section, all Lie algebras and all representations are finite dimensional over a field k.

Generalities
DEFINITION 2.1 A Lie algebra g is said to be nilpotent if it admits a filtration

gD a0 � a1 � �� � � ar D 0 (21)

by ideals such that Œg;ai � � aiC1 for 0 � i � r � 1. Such a filtration is called a nilpotent
series.
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The condition for (21) to be a nilpotent series is that ai=aiC1 be in the centre of g=aiC1
for 0 � i � r � 1. Thus the nilpotent Lie algebras are exactly those that can be obtained
from commutative Lie algebras by successive central extensions

0! a1=a2! g=a2! g=a1! 0

0! a2=a3! g=a3! g=a2! 0

� � �

In other words, the nilpotent Lie algebras form the smallest class containing the commuta-
tive Lie algebras and closed under central extensions.

The lower central series of g is

g� g1 � g2 � �� � � giC1 � �� �

with g1 D Œg;g�, g2 D Œg;g1�, . . . , giC1 D Œg;gi �,. . . .

PROPOSITION 2.2 A Lie algebra g is nilpotent if and only if its lower central series termi-
nates with zero.

PROOF. If the lower central series terminates with zero, then it is a nilpotent series. Con-
versely, if g � a1 � a2 � �� � � ar D 0 is a nilpotent series, then a1 � g1 because g=a1 is
commutative, a2 � Œg;a1�� Œg;g1�D g2, and so on, until we arrive at 0D ar � gr . 2

Let V be a vector space of dimension n, and let

F WV D V0 � V1 � �� � � Vn D 0; dimVi D n� i;

be a maximal flag in V . Let n.F / be the Lie subalgebra of glV consisting of the elements
x such that x.Vi /� ViC1 for all i . The lower central series for n.F / has

n.F /j D fx 2 glV j x.Vi /� ViC1Cj g

for j D 1; : : : ;n. In particular, n.F / is nilpotent. For example,

n3 D

8<:
0@0 � �0 0 �

0 0 0

1A9=;�
8<:
0@0 0 �

0 0 0

0 0 0

1A9=;� f0g;
is a nilpotent series for n3.

A
2.3 An extension of nilpotent algebras is solvable, but not necessarily nilpotent. For ex-

ample, n3 is nilpotent and b3=n3 is commutative, but b3 is not nilpotent when n� 3:

PROPOSITION 2.4 Let k0 be a field containing k. A Lie algebra g over k is nilpotent if and
only if gk0

def
D k0˝k g is nilpotent.

PROOF. Obviously, for any subalgebras h and h0 of g, Œh;h0�k0 D Œhk0 ;h0k0 �, and so extension
of the base field maps the lower central series of g to that of gk0 . 2
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PROPOSITION 2.5 (a) Subalgebras and quotient algebras of nilpotent Lie algebras are nilpo-
tent.

(b) A Lie algebra g is nilpotent if g=a is nilpotent for some ideal a contained in z.g/.
(c) A nonzero nilpotent Lie algebra has nonzero centre.

PROOF. (a) The intersection of a nilpotent series for g with a Lie subalgebra h is a nilpotent
series for h, and the image of a nilpotent series for g in a quotient algebra q is a nilpotent
series for q.

(b) For any ideal a � z.g/, the inverse image of a nilpotent series for g=a becomes a
nilpotent series for g when extended by 0.

(c) If g is nilpotent, then the last nonzero term a in a nilpotent series for g is contained
in z.g/. 2

PROPOSITION 2.6 Let h be a proper Lie subalgebra of a nilpotent Lie algebra g; then
h¤ ng.h/.

PROOF. We use induction on the dimension of g. Because g is nilpotent and nonzero, its
centre z.g/ is nonzero. If z.g/š h, then ng.h/¤ h because z.g/ normalizes h. If z.g/� h,
then we can apply induction to the Lie subalgebra h=z.g/ of g=z.g/. 2

ASIDE 2.7 The proposition is the analogue of the following statement in the theory of finite groups:
let H be a proper subgroup of a nilpotent finite group G; then H ¤NG.H/ (GT 6.20).

Engel’s theorem
THEOREM 2.8 (ENGEL) Let �Wg! glV be a representation of a Lie algebra g. If �.x/
is nilpotent for all x 2 g, then there exists a basis of V for which �.g/ is contained in nn,
nD dimV ; in particular, �.g/ is nilpotent.

In other words, there exists a basis e1; : : : ; en for V such that

gei � he1; : : : ; ei�1i, all i: (22)

Before proving Theorem 2.8, we list some consequences.

COROLLARY 2.9 Let �Wg! glV be a representation of g on a nonzero vector space V . If
�.x/ is nilpotent for all x 2 g, then � has a fixed vector, i.e., there exists a nonzero vector v
in V such that gv D 0.

PROOF. Clearly e1 is a nonzero fixed vector. 2

2.10 Let g be a Lie algebra over k. If the nC1st term gnC1 of the lower central series of
g is zero, then

Œx1; Œx2; : : : Œxn;y� : : :��D 0

for all x1; : : : ;xn;y 2 g. In other words, ad.x1/ı� � �ıad.xn/D 0, and, in particular, ad.x/nD
0. Therefore, if g is nilpotent, then ad.x/ is nilpotent for all x 2 g. The converse to this
statement is also true.
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COROLLARY 2.11 A Lie algebra g is nilpotent if ad.x/Wg! g is nilpotent for every x 2 g.

PROOF. We may assume that g ¤ 0. On applying (2.9) to the representation adWg! glg,
we see that there exists a nonzero x 2 g such that Œg;x� D 0. Therefore z.g/ ¤ 0. The
quotient Lie algebra g=z.g/ satisfies the hypothesis of (2.11) and has smaller dimension
than g. Using induction on the dimension of g, we find that g=z.g/ is nilpotent, which
implies that g is nilpotent by (2.5b). 2

A
2.12 Let �Wg! glV be a representation of a Lie algebra g. If �.g/ consists of nilpotent

endomorphisms of V , then �.g/� n.F / for some maximal flag F in V and �.g/ is nilpotent
(2.8). Conversely, if g is nilpotent and � is the adjoint representation, then �.g/ consists
of nilpotent endomorphisms (2.10), but for other representations �.g/ need not consist of
nilpotent endomorphisms and �.g/ need not be contained in n.F / for any maximal flag.
For example, if V has dimension 1, then gD glV is nilpotent (even commutative), but there
is no basis for which the elements of g are represented by strictly upper triangular matrices.

2.13 Let �Wg! glV be a representation of a Lie algebra g. The set of x 2 g such that �.x/
is nilpotent need not be an ideal in g, but in Corollary 2.22 below we show that, there exists
a largest ideal n in g such that �.n/ consists of nilpotent elements.

Proof of Engel’s Theorem

We first show that it suffices to prove 2.9. Let �Wg! glV satisfy the hypothesis of (2.8). If
V ¤ 0, then (2.9) applied to � shows that there exists a vector e1 ¤ 0 such that ge1 D 0; if
V ¤ he1i, then (2.9) applied to g! glV=he1i

shows that there exists a vector e2 … he1i such
that ge2 � he1i. Continuing in this fashion, we obtain a basis e1; : : : ; en for V satisfying
(22).

We now prove (2.9). For a single x 2 g, there is no difficulty finding a fixed vector:
choose any nonzero vector v0 in V , and let v D xmv0 with m the last element of N such
that xmv0 ¤ 0. The problem is to find a vector that is simultaneously fixed by all elements
x of g.

By induction, we may assume that the statement holds for Lie algebras of dimension
less than dimg. Also, we may replace g with its image in glV , and so assume that g� glV .

Let h be a maximal proper subalgebra of g. Then ng.h/D g (2.6), and so h is an ideal
in g. Let x0 2 grh; then hChx0i is a Lie subalgebra of g properly containing h, and so it
equals g.

Let W D fv 2 V j hv D 0g; then W ¤ 0 by induction (dimh < dimg). For h 2 h and
w 2W;

h.x0w/D Œh;x0�wCx0.hw/D 0;

and so x0W �W . Because x0 acts nilpotently on W , there exists a nonzero v 2W such
that x0v D 0. Now gv D .hChx0i/v D 0.

ASIDE 2.14 Engel sketched a proof of his theorem in a letter to Killing in 1890, and his student
Umlauf gave a complete proof in his 1891 dissertation (Wikipedia; Hawkins 2000, pp.176–177).
The statement 2.11 is also referred to as Engel’s theorem.
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Representations of nilpotent Lie algebras
Let �Wg! glV be a representation of Lie algebra g. For a linear form � on g, the primary
space V � is defined to be the set of v 2 V such that, for every g 2 g,

.�.g/��.g//nv D 0

for all sufficiently large n.

THEOREM 2.15 Assume that k is algebraically closed. If g is nilpotent, then each space
V � is stable under g, and

V D
M

�Wg!k
V �:

PROOF. When g is commutative, the elements �.g/ form a commuting family of endo-
morphisms of V , and this is obvious from linear algebra. In the general case, the �.g/ are
“almost commuting”. For the proof in the general case, see Bourbaki LIE, I, �5, Exercise
12; Bourbaki LIE VII, �1, 3, Proposition 9; Jacobson 1962, II, Theorem 7; Casselman,
Introduction to Lie algebras, 10.8 (or the next version of the notes). 2

NOTES It is not necessary for k to be algebraically closed — it suffices that every endomorphism
�.g/, g 2 g, have all of its eigenvalues in k (i.e., that each endomorphism �.g/ be trigonalizable).

NOTES As an exercise, compute the affine group scheme attached to the tannakian category Rep.g/,
g nilpotent. For the case that g is one-dimensional, see II, 4.17 below.

Nilpotency ideals and the largest nilpotent ideal
Review of Jacobson radicals

Let A be an associative ring. The Jacobson radical R.A/ of A is the intersection of the
maximal left ideals of A. A nilideal in A is an ideal whose elements are all nilpotent.

2.16 The following conditions on an element x of A are equivalent:

(a) x lies in the radical R.A/ of A;
(b) 1�ax has a left inverse for all a 2 A;
(c) xM D 0 for every simple left A-module M:

(a))(b): Let x 2R.A/. If 1�ax does not have a left inverse, then it lies in some max-
imal left ideal m (by Zorn’s lemma). Now 1D .1�ax/Cax 2m, which is a contradiction.

(b) )(c): Let M a simple left A-module. If xM ¤ 0, then xm ¤ 0 for some m 2
M . Because M is simple, Axm D M ; in particular, axm D m for some a 2 A. Now
.1�ax/mD 0. But .1�ax/ has a left inverse, and so this contradicts the fact that m¤ 0.

(c))(a): Let m be a maximal left ideal in A. Then A=m is a simple left A-module, and
so x.A=m/D 0. Therefore x 2m.

2.17 (NAKAYAMA’S LEMMA) Let M be a finitely generated A-module. If R.A/ �M D
M , then M D 0.
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Suppose M ¤ 0. Choose a minimal set of generators fe1; : : : ; eng, n� 1, for M and write

e1 D a1e1C�� �Canen; ai 2R.A/:

Then
.1�a1/e1 D a2e2C�� �Canen:

As 1�a1 has a left inverse, this shows that fe2; : : : ; eng generatesM , which contradicts the
minimality of the original set.

2.18 R.A/ contains every left nilideal of A.

Let n be a left nilideal, and let x 2 n. For a 2 A, ax is nilpotent, say .ax/n D 0, and

.1CaxC�� �C .ax/n�1/.1�ax/D 1:

Therefore .1�ax/ has a left inverse for all a 2 A, and so x 2R.A/ (by 2.16).

2.19 If A is a finite k-algebra, then R.A/n D 0 for some n.

Let R D R.A/. As A is artinian, the sequence of ideals R � R2 � �� � becomes stationary,
say Rn D RnC1 D �� � . The ideal Rn is finitely generated (even as a k-module), and so
Nakayama’s lemma shows that it is zero.

Nilpotency ideals

DEFINITION 2.20 Let �Wg! glV be a representation of a Lie algebra g. A nilpotency
ideal of g with respect to � is an ideal a such that �.x/ is nilpotent for all x in a.

When we regard V as a g-module, the condition becomes that xV is nilpotent for all
x 2 a (and we refer to a as a nilpotency ideal of g with respect to V ).

PROPOSITION 2.21 Let �Wg! glV be a representation of a Lie algebra g. The following
conditions on an ideal a of g are equivalent:

(a) a is a nilpotency ideal with respect to �;
(b) for all simple subquotients M of V , aM D 0;
(c) let A be the associative k-subalgebra of End.V / generated by �.a/; then �.a/ �

R.A/.

PROOF. (a))(b). Let M be a simple subquotient of V , and let

N D fm 2M j amD 0g

(k-subspace of M ). The elements of a act nilpotently on V , and hence on M , and so (2.9)
shows that N ¤ 0. The subspace N of M is stable under g, because

a.xn/D Œa;x�nCx.an/D 0

for a 2 a, x 2 g, and n 2N . As M is simple, N DM .
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(b))(c). By definition, A is the associative k-subalgebra of End.V / generated by
fxV j x 2 ag. Let

V D V0 � V1 � �� � � Vn D 0

be a filtration of V by g-submodules such that each quotient Vi=ViC1 is simple. If x 2 a,
then xV Vi � ViC1 for all 0� i � n�1, and so xnV D 0. It follows that, for any x 2 a, AxV
is a left nilideal in A, and so AxV �R.A/ (2.18).

(c))(a). According to (2.19), some power R.A/ is zero; therefore xV is nilpotent for
all x 2 a. 2

COROLLARY 2.22 Let .V;�/ be a representation of g, and let

nDfx 2 g j xM D 0 for all simple subquotients M of V g:

Then n is a nilpotency ideal of g with respect to V , and it contains all other nilpotency
ideals.

PROOF. Obviously n is an ideal in g, and the remaining statements follow from the propo-
sition. 2

The ideal n in (2.22) is the largest nilpotency ideal of g with respect to �. We denote it
by n�.g/. It contains the kernel of �, and equals it when V is semisimple (obviously), but
not in general otherwise. It need not contain all x 2 g such that �.x/ is nilpotent, because
the set of such x need not form an ideal.

The largest nilpotent ideal in a Lie algebra

We say that an ideal a in a Lie algebra g is nilpotent if it is nilpotent as a Lie algebra.

PROPOSITION 2.23 The nilpotent ideals of g are exactly the nilpotency ideals of g with
respect to the adjoint representation.

PROOF. If adg.x/ is nilpotent for all x 2 a, then so also is ada.x/, and so a is nilpotent by
Engel’s theorem (see 2.11). Conversely, if a is nilpotent and x 2 a, then ada.x/n D 0 for
some n (see 2.10); as Œx;g�� a, this implies that adg.x/nC1 D 0. 2

COROLLARY 2.24 Every Lie algebra has a largest nilpotent ideal, containing all other
nilpotent ideals.

PROOF. According to the proposition, the largest nilpotency ideal of g with respect to the
adjoint representation is also the largest nilpotent ideal of g. 2

The Hausdorff series

For a nilpotent n�n matrix X ,

exp.X/ def
D I CXCX2=2ŠCX3=3ŠC�� �
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is a well defined element of GLn.k/. Moreover, when X and Y are nilpotent,

exp.X/ � exp.Y /D exp.W /

for some nilpotent W , and we may ask for a formula expressing W in terms of X and Y .
This is provided by the Hausdorff series4, which is a formal power series,

H.X;Y /D
X

m�0
Hm.X;Y /; Hm.X;Y / homogeneous of degree m,

with coefficients in Q. The first few terms are

H 1.X;Y /DXCY

H 2.X;Y /D
1

2
ŒX;Y �:

If x and y are nilpotent elements of GLn.k/, then

exp.x/ � exp.y/D exp.H.x;y//;

and this determines the power series H.X;Y / uniquely. See Bourbaki LIE, II, �6.

NOTES The classification of nilpotent Lie algebras, even in characteristic zero, is complicated.
Except in low dimensions, there are infinitely many, and so it is a question of studying their moduli
varieties. In low dimensions, there are complete lists. See mo21114 for a discussion of this.

3 Solvable Lie algebras: Lie’s theorem
In this section, all Lie algebras and all representations are finite dimensional over a field k.

Generalities
DEFINITION 3.1 A Lie algebra g is said to be solvable if it admits a filtration

gD a0 � a1 � �� � � ar D 0 (23)

by ideals such that Œai ;ai � � aiC1 for 0 � i � r � 1. Such a filtration is called a solvable
series.

The condition for (23) to be a solvable series is that the quotients ai=aiC1 be commuta-
tive for 0� i � r �1. Thus the solvable Lie algebras are exactly those that can be obtained
from commutative Lie algebras by successive extensions,

0! a1=a2! g=a2! g=a1! 0

0! a2=a3! g=a3! g=a2! 0

� � �

In other words, the solvable Lie algebras form the smallest class containing the commutative
Lie algebras and closed under extensions.

4This is Bourbaki’s terminology — others write Baker-Campbell-Hausdorff, or Campbell-Hausdorff, or
. . .
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The characteristic ideal Œg;g� is called the derived algebra of g, and is denoted Dg.
Clearly Dg is contained in every ideal a such that g=a is commutative, and so g=Dg is the
largest commutative quotient of g. Write D2g for the second derived algebra D.Dg/, D3g
for the third derived algebra D.D2g/, and so on. These are characteristic ideals, and the
derived series of g is the sequence

g�Dg�D2g� �� � :

We sometimes write g0 for Dg and g.n/ for Dng.

PROPOSITION 3.2 A Lie algebra g is solvable if and only if its derived series terminates
with zero.

PROOF. If the derived series terminates with zero, then it is a solvable series. Conversely, if
g� a1 � a2 � �� � � ar D 0 is a solvable series, then a1 � g0 because g=a1 is commutative,
a2 � a01 � g00 because a1=a2 is commutative, and so on until 0D ar � g.r/. 2

Let V be a vector space of dimension n, and let

F WV D V0 � V1 � �� � � Vn D 0; dimVi D n� i;

be a maximal flag in V . Let b.F / be the Lie subalgebra of glV consisting of the elements
x such that x.Vi / � Vi for all i . Then D.b.F // D n.F /, and so b.F / is solvable. For
example,

b3 D

8<:
0@� � �0 � �

0 0 �

1A9=;�
8<:
0@0 � �0 0 �

0 0 0

1A9=;�
8<:
0@0 0 �

0 0 0

0 0 0

1A9=;� f0g
is a solvable series for b3.

PROPOSITION 3.3 Let k0 be a field containing k. A Lie algebra g over k is solvable if and
only if gk0

def
D k0˝k g is solvable.

PROOF. Obviously, for any subalgebras h and h0 of g, Œh;h0�k0 D Œhk0 ;h0k0 �, and so, under
extension of the base field, the derived series of g maps to that of gk0 . 2

We say that an ideal is solvable if it is solvable as a Lie algebra.

PROPOSITION 3.4 (a) Subalgebras and quotient algebras of solvable Lie algebras are solv-
able.

(b) A Lie algebra g is solvable if it contains an ideal n such that both n and g=n are
solvable.

(c) Let n be an ideal in a Lie algebra g, and let h be a subalgebra of g. If n and h are
solvable, then hCn is solvable.

PROOF. (a) The intersection of a solvable series for g with a Lie subalgebra h is a solvable
series for h, and the image of a solvable series for g in a quotient algebra q is a solvable
series for q.

(b) Because g=n is solvable, g.m/ � n for some m. Now g.mCn/ � n.n/, which is zero
for some n.

(c) This follows from (b) because hCn=n' h=h\n (see 1.14), which is solvable by
(a). 2
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COROLLARY 3.5 Every Lie algebra contains a largest solvable ideal.

PROOF. Let n be a maximal solvable ideal. If h is also a solvable ideal, then hCn is
solvable by (3.4c), and so equals n; therefore h� n. 2

DEFINITION 3.6 The radical rD r.g/ of g is the largest solvable ideal in g.

The radical of g is a characteristic ideal.

Lie’s theorem
THEOREM 3.7 (LIE) Let �Wg! glV be a representation of a Lie algebra g over k, and
assume that k is algebraically closed of characteristic zero. If g is solvable, then there
exists a basis of V for which �.g/ is contained in bn, nD dimV .

In other words, there exists a basis e1; : : : ; en for V such that

gei � he1; : : : ; ei i, all i: (24)

Before proving Theorem 3.7 we list some consequences and give some examples.

COROLLARY 3.8 Under the hypotheses of the theorem, assume that V ¤ 0. Then there
exists a nonzero vector v 2 V such that gv � hvi (i.e., there exists a common eigenvector
in V for the elements of g).

PROOF. Clearly e1 is a common eigenvector. 2

COROLLARY 3.9 If g is solvable and k is algebraically closed of characteristic zero, then
all simple g-modules are one-dimensional.

PROOF. Immediate consequence of (3.8). 2

COROLLARY 3.10 Let g be a solvable Lie algebra over a field of characteristic zero, and
let �Wg! glV be a representation of g.

(a) For all y 2 Œg;g�, �.y/ is a nilpotent endomorphism of V .
(b) For all x 2 g and y 2 Œg;g�;

TrV .�.x/ı�.y//D 0

PROOF. We may suppose that k is algebraically closed (3.3). According to Lie’s theorem,
there exists a basis of V for which �.g/ is contained in bn, n D dimV . Then �.Œg;g�/ �
Œ�.g/;�.g/� � nn, which consists of nilpotent endomorphisms of V . This proves (a), and
shows that in (b),

�.x/ı�.y/ 2 bn �nn � nn: 2

COROLLARY 3.11 Let g be a solvable Lie algebra over a field of characteristic zero; then
Œg;g� is nilpotent.
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PROOF. We may suppose that k is algebraically closed (3.3). As ad.g/ is a quotient of g
with kernel z.g/, D.ad.g// is a quotient of D.g/ with kernel z.g/\D.g/. In particular,
D.g/ is a central extension of D.ad.g//, and so it suffices to show that the latter is nilpo-
tent. This allows us to assume that g � glV for some finite-dimensional vector space V .
According to Lie’s theorem, there exists a basis of V for which g is contained in bdimV .
Then Œg;g�� ndimV , which is nilpotent. 2

In order for the map v 7! xv be trigonalizable, all of its eigenvalues must lie in k. This
explains why k is required to be algebraically closed in Lie’s theorem. The condition that
k have characteristic zero is more surprising, but the following examples shows that it is
necessary.

A
3.12 In characteristic 2, sl2 is solvable but for no basis is it contained in b2.

A 3.13 Let k have characteristic p ¤ 0, and consider the p�p matrices

x D

0BBBBB@
0 1 0 � � � 0

0 0 1 � � � 0
:::

:::
:::
: : :

:::

0 0 0 � � � 1

1 0 0 � � � 0

1CCCCCA ; y D

0BBBBB@
0 0 � � � 0 0

0 1 � � � 0 0
:::

:::
: : :

:::
:::

0 0 � � � p�2 0

0 0 � � � 0 p�1

1CCCCCA :

Then

Œx;y�D

0BBBBB@
0 1 0 � � � 0

0 0 2 � � � 0
:::

:::
:::
: : :

:::

0 0 0 � � � p�1

0 0 0 � � � 0

1CCCCCA�
0BBBBB@

0 0 0 � � � 0

0 0 1 � � � 0
:::

:::
:::
: : :

:::

0 0 0 � � � p�2

p�1 0 0 � � � 0

1CCCCCAD x
(this uses that pD 0). Therefore, gD hx;yi is a solvable subalgebra of glp (cf. the example
p.26). The matrices x and y have the following eigenvectors:

x W

0BBBBB@
1

1

1
:::

1

1CCCCCA I y W

0BBBBB@
1

0

0
:::

0

1CCCCCA ,

0BBBBB@
0

1

0
:::

0

1CCCCCA , : : : ,

0BBBBB@
0

0
:::

0

1

1CCCCCA :

Therefore g has no simultaneous eigenvector, and so Lie’s theorem fails.

A
3.14 Even Corollary 3.10(a) fails in nonzero characteristic. Note that it implies that, for

a solvable subalgebra g of glV , the derived algebra Œg;g� consists of nilpotent endomor-
phisms. Example (3.2), and example (3.13) in the case char.k/D 2, show that this is false
in characteristic 2. For more examples in all nonzero characteristics, see Humphreys 1972,
�4, Exercise 4.
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The invariance lemma

Before proving Lie’s theorem, we need a lemma.

LEMMA 3.15 (INVARIANCE LEMMA) Let V be a finite-dimensional vector space, and let
g be a Lie subalgebra of glV . For all ideals a in g and linear maps �Wa! k, the eigenspace

V� D fv 2 V j av D �.a/v for all a 2 ag (25)

is invariant under g.

PROOF. Let x 2 g and let v 2 V�. We have to show that xv 2 V�, but for a 2 a;

a.xv/D x.av/C Œa;x�.v/D �.a/xvC�.Œa;x�/v.

Thus a nonzero V� is invariant under g if and only if �.Œa;g�/D 0.
Fix an x 2 g and a nonzero v 2 V�, and consider the subspaces

hvi � hv;xvi � � � � � hv;xv; : : : ;xi�1vi � � � �

of V . Let m be the first integer such that hv; : : : ;xm�1vi D hv; : : : ;xmvi. Then

W
def
D hv;xv; : : : ;xm�1vi

has basis v;xv; : : : ;xm�1v and contains xiv for all i .
We claim that an element a of a maps W into itself and has matrix0BBB@

�.a/ � � � � �

0 �.a/ � � � �

:::
:::

: : :
:::

0 0 � � � �.a/

1CCCA
with respect to the given basis. We check this column by column. The equality

av D �.a/v

shows that the first column is as claimed. As Œa;x� 2 a,

a.xv/D x.av/C Œa;x�v

D �.a/xvC�.Œa;x�/v;

and so that the second column is as claimed (with � D �.Œa;x�/). Assume that the first i
columns are as claimed, and consider

a.xiv/D ax.xi�1v/D .xaC Œa;x�/xi�1v: (26)

From knowing the i th column, we find that

a.xi�1v/D �.a/xi�1vCu (27)

Œa;x�.xi�1v/D �.Œa;x�/xi�1vCu0 (28)
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with u;u0 2 hv;xv; : : : ;xi�2vi. On multiplying (27) with x we obtain the equality

xa.xi�1v/D �.a/xivCxu (29)

with xu 2 hv;xv; : : : ;xi�1vi. Now (26), (28), and (29) show that the .iC1/st column is as
claimed.

This completes the proof that the matrix of a 2 a acting on W has the form claimed,
and shows that

TrW .a/Dm�.a/: (30)

We now complete the proof of the lemma by showing that �.Œa;g�/ D 0. Let a 2 a and
x 2 g. On applying (30) to the element Œa;x� of a, we find that

m�.Œa;x�/D TrW .Œa;x�/D TrW .ax�xa/D 0,

and so �.Œa;x�/D 0 (because m¤ 0 in k). 2

Proof of Lie’s theorem

We first show that it suffices to prove (3.8). Let �Wg! glV satisfy the hypotheses of Lie’s
theorem. If V ¤ 0, then (3.8) applied to � shows that there exists a vector e1 ¤ 0 such that
ge1 2 he1i; if V ¤ he1i, then (3.8) applied to g! glV=he1i

shows that there exists a vector
e2 … he1i such that ge2 � he1; e2i. Continuing in this fashion, we obtain a basis e1; : : : ; en
for V satisfying (24).

We now prove (3.8). We may replace g with its image �.g/, and so suppose that g� glV .
We use induction on the dimension of g, which we may suppose to be � 1. If dimg D
1, then g D kx for some endomorphism x of V , and x has an eigenvector because k is
algebraically closed. Because g is solvable, its derived algebra g0 ¤ g. The quotient g=g0 is
commutative, and so is essentially just a vector space. Write g=g0 D xa˚hxxi as the direct
sum of a subspaces of codimension 1 and dimension 1. Then gD a˚hxi with a the inverse
image of xa in g (an ideal) and x an inverse image of xx. By induction, there exists a nonzero
w 2 V such that aw � hwi, i.e., such that aw D �.a/w, all a 2 a, for some �Wa! k. Let
V� be the corresponding eigenspace for a (25). According to the Invariance Lemma, V� is
stable under g. As it is nonzero, it contains a nonzero eigenvector v for x. Now, for any
element g D aC cx 2 g,

gv D �.a/vC c.xv/ 2 hvi:

ASIDE 3.16 We used that k has characteristic zero only at the end of the proof of the Invariance
Lemma where we concluded that m ¤ 0. Here m is an integer � dimV regarded as an element
of k. Hence if k has characteristic p, then Lie’s theorem (together with its proof) holds provided
dimV < p. This is a general phenomenon: for any specific problem, there will be a p0 such that the
characteristic p case behaves as the characteristic 0 case provided p � p0.

NOTES The proof of Lie’s theorem in Casselman, Introduction to Lie algebras, 10.6, looks simpler.

Cartan’s criterion for solvablity
Recall that for any n�n matrices AD .aij / and B D .bij /,

Tr.AB/D
P
i;j aij bj i D Tr.BA/: (31)
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Hence, TrV .x ıy/D TrV .y ıx/ for any endomorphisms x;y of a vector space V , and so

Tr.Œx;y�ız/D Tr.x ıy ı z/�Tr.y ıx ı z/

D Tr.x ıy ı z/�Tr.x ız ıy/

D Tr.x ı Œy;z�/:

(32)

THEOREM 3.17 (CARTAN’S CRITERION) Let g be a subalgebra of glV , where V is a
finite-dimensional vector space over a field k of characteristic zero. Then g is solvable
if TrV .x ıy/D 0 for all x;y 2 g.

PROOF. We first observe that, if k0 is a field containing k, then the theorem is true for
g � glV if and only if it is true for gk0 � glVk0

(because g is solvable if and only if gk0
is solvable (3.3)). Therefore, we may assume that the field k is finitely generated over Q,
hence embeddable in C, and then that k D C.

We shall show that the condition implies that each x 2 Œg;g� defines a nilpotent endo-
morphism of V . Then Engel’s theorem (2.8) will show that Œg;g� is nilpotent, in particular,
solvable, and it follows that g is solvable because g.n/ D .Dg/.n�1/.

Let x 2 Œg;g�, and choose a basis of V for which the matrix of x is upper triangular.
Then the matrix of xs is diagonal, say, diag.a1; : : : ;an/, and the matrix of xn is strictly
upper triangular. We have to show that xs D 0, and for this it suffices to show that

xa1a1C�� �C xanan D 0

where xa is the complex conjugate of a. Note that

TrV .xxs ıx/D xa1a1C�� �C xanan,

because xxs has matrix diag.xa1; : : : ;xan/. By assumption, x is a sum of commutators Œy;z�,
and so it suffices to show that

TrV .xxs ı Œy;z�/D 0; all y;z 2 g:

From the trivial identity (32), we see that it suffices to show that

TrV .Œxxs;y�ız/D 0; all y;z 2 g: (33)

This will follow from the hypothesis once we have shown that Œxxs;y� 2 g. According to
(1.23(b)),

xxs D c1xC c2x
2
C�� �C crx

r , for some ci 2 k,

and so
Œxxs;g�� g

because Œx;g�� g. 2

COROLLARY 3.18 Let V be a finite-dimensional vector space over a field k of characteris-
tic zero, and let g be a subalgebra of glV . If g is solvable, then TrV .x ıy/D 0 for all x 2 g
and y 2 Œg;g�. Conversely, if TrV .x ıy/D 0 for all x;y 2 Œg;g�, then g is solvable.

PROOF. If g is solvable, then TrV .x ıy/ D 0 for x 2 g and y 2 Œg;g� (by 3.10). For the
converse, note that the condition implies that Œg;g� is solvable by (3.17). But this implies
that g is solvable, because g.n/ D .Dg/.n�1/. 2
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In the language of the next section, Cartan’s criterion says that a Lie algebra is solvable
if the trace form of some faithful representation is zero.

ASIDE 3.19 In the above proofs, it is possible to avoid passing to the case k D C. Roughly speak-
ing, instead of complex conjugation, one uses the elements of the dual of the subspace of k generated
by the eigenvalues of xs . See, for example, Humphreys 1972, 4.3. Alternatively, see the proof in
Casselman, Introduction to Lie algebras, 14.4 (following Jacobson).

4 Semisimple Lie algebras
In this section, all Lie algebras and representations are finite-dimensional over a field k of
characterstic zero.

Definitions and basic properties
DEFINITION 4.1 A Lie algebra is semisimple if its only commutative ideal is f0g.

Thus, the Lie algebra f0g is semisimple, but no Lie algebra of dimension 1 or 2 is
semisimple. There exists a semisimple Lie algebra of dimension 3, namely, sl2 (see 4.9
below).

Recall (3.6) that every Lie algebra g contains a largest solvable ideal r.g/, called its
radical.

4.2 A Lie algebra g is semisimple if and only if its radical is zero.

If r.g/D 0, then every commutative ideal is zero because it is contained in r.g/. Conversely,
if r.g/¤ 0, then the last nonzero term of the derived series of r.g/ is a commutative ideal
in g (it is an ideal in g because it is a characteristic ideal in r.g/).

4.3 A Lie algebra g is semisimple if and only if every solvable ideal is zero.

Since r.g/ is the largest solvable ideal, it is zero if and only if every solvable ideal is zero.

4.4 The quotient g=r.g/ of a Lie algebra by its radical is semisimple.

A nonzero commutative ideal in g=r.g/ would correspond to a solvable ideal in g properly
containing r.g/.

4.5 A product gD g1� � � ��gn of semisimple Lie algebras is semisimple.

Let a be a commutative ideal in g; the projection of a in gi is zero for each i , and so a is
zero.
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Trace forms
Let g be a Lie algebra. A symmetric k-bilinear form ˇWg�g! k on g is said to be invariant
(or associative) if

ˇ.Œx;y�;z/D ˇ.x; Œy;z�/ for all x;y;z 2 g;

that is, if
ˇ.Œx;y�;z/Cˇ.y; Œx;z�/D 0 for all x;y;z 2 g:

In other words, ˇ is invariant if

ˇ.Dy;z/Cˇ.y;Dz/D 0 (34)

for all inner derivations D of g. If (34) holds for all derivations, then ˇ is said to be
completely invariant (Bourbaki LIE, I, �3, 6).

LEMMA 4.6 Let ˇ be an invariant form on g, and let a be an ideal in g. The orthogonal
complement a? of a with respect to ˇ is again an ideal. If ˇ is nondegenerate, then a\a?

is commutative.

PROOF. Let a 2 a, a0 2 a?, and x 2 g, and consider

ˇ.Œx;a�;a0/Cˇ.a; Œx:a0�/D 0.

As Œx;a� 2 a, ˇ.Œx;a�;a0/D 0. Therefore ˇ.a; Œx;a0�/D 0. As this holds for all a 2 a, we
see that Œx;a0� 2 a?, and so a? is an ideal.

Now assume that ˇ is nondegenerate. Then b
def
D a\a? is an ideal in g such that ˇjb�

bD 0. For b;b0 2 b and x 2 g, ˇ.Œb;b0�;x/D ˇ.b; Œb0;x�/, which is zero because Œb0;x� 2 b.
As this holds for all x 2 g, we see that Œb;b0�D 0, and so b is commutative. 2

The trace form of a representation .V;�/ of g is

.x;y/ 7! TrV .�.x/ı�.y//Wg�g! k:

In other words, the trace form ˇV Wg�g! k of a g-module V is

.x;y/ 7! TrV .xV ıyV /; x;y 2 g:

LEMMA 4.7 The trace form is a symmetric bilinear form on g, and it is invariant:

ˇV .Œx;y�;z/D ˇV .x; Œy;z�/; all x;y;z 2 g:

PROOF. It is k-bilinear because � is linear, composition of maps is bilinear, and traces are
linear. It is symmetric because traces are symmetric (31). It is invariant because

ˇV .Œx;y�;z/D Tr.Œx;y�ız/
(32)
D Tr.x ı Œy;z�/D ˇV .x; Œy;z�/

for all x;y;z 2 g. 2

Therefore (see 4.6), the orthogonal complement a? of an ideal a of g with respect to a
trace form is again an ideal.
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PROPOSITION 4.8 If g! glV is faithful and g is semisimple, then ˇV is nondegenerate.

PROOF. We have to show that g? D 0. For this, it suffices to show that g? is solvable (see
4.3), but the pairing

.x;y/ 7! TrV .xV ıyV /
def
D ˇV .x;y/

is zero on g?, and so Cartan’s criterion (3.17) shows that it is solvable. 2

The Cartan’s criterion for semisimplicity
The trace form for the adjoint representation adWg! glg is called the Killing form5 �g on
g. Thus,

�g.x;y/D Trg.ad.x/ı ad.y//; all x;y 2 g:

In other words, �g.x;y/ is the trace of the k-linear map

z 7! Œx; Œy;z��Wg! g:

EXAMPLE 4.9 The Lie algebra sl2 consists of the 2�2 matrices with trace zero. It has as
basis the elements6

x D

�
0 1

0 0

�
; y D

�
0 0

1 0

�
; hD

�
1 0

0 �1

�
;

and
Œh;x�D 2x; Œh;y�D�2y; Œx;y�D h:

Relative to the basis fx;y;hg,

adx D

0@0 �2 0

0 0 1

0 0 0

1A ; adhD

0@2 0 0

0 0 0

0 0 �2

1A ; ady D

0@ 0 0 0

�1 0 0

0 2 0

1A
and so the top row .�.x;x/;�.x;h/;�.x;y// of the matrix of � consists of the traces of0@0 0 �2

0 0 0

0 0 0

1A ;
0@0 0 0

0 0 �2

0 0 0

1A ;
0@2 0 0

0 2 0

0 0 0

1A :
In fact, � has matrix

0@0 0 4

0 8 0

4 0 0

1A, which has determinant �128.

Note that, for sln, the matrix of � is n2� 1�n2� 1, and so this is not something one
would like to compute by writing out matrices.

5Also called the Cartan-Killing form. According to Bourbaki (Note Historique to I, II, III), Cartan intro-
duced the “Killing form” in his thesis and proved the two fundamental criteria: a Lie algebra is solvable if its
Killing form is trivial (4.12); a Lie algebra is semisimple if its Killing form is nondegenerate (4.13). How-
ever, according to Helgason 1990, Killing introduced “the roots of g, which are by his definition the roots of
the characteristic equation det.�I � adX/ D 0. Twice the second coefficient in this equation, which equals
Tr.adX/2, is now customarily called the Killing form. However, Cartan made much more use of it. . . . While
Tr.adX/2 is nowadays called the Killing form and the matrix .aij / called the Cartan matrix. . . it would have
been reasonable on historical grounds to interchange the names.” See also Hawkins 2000, 6.2, and mo32554
(james-parsons).

6Some authors write .h;e;f / for .h;x;y/. Bourbaki writes .H;X;Y / for .h;x;y/ in LIE, I, �6, 7, and
.H;XC;�X�/ in VIII, �1, 1, Base canonique de sl2, i.e., X D

�
0 0
�1 0

�
.
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LEMMA 4.10 Let a be an ideal in g. The Killing form on g restricts to the Killing form on
a, i.e.,

�g.x;y/D �a.x;y/ all x;y 2 a:

PROOF. If an endomorphism of a vector space V maps V into a subspace W of V , then
TrV .˛/ D TrW .˛jW /, because, when we choose a basis for W and extend it to a basis
for V , the matrix for ˛ takes the form

�
A B
0 0

�
with A the matrix of ˛jW . If x;y 2 a, then

adx ı ady is an endomorphism of g mapping g into a, and so its trace (on g), �g.x;y/,
equals

Tra.adx ı adyja/D Tra.adax ı aday/D �a.x;y/: 2

EXAMPLE 4.11 For matrices X;Y 2 sln,

�sln.X;Y /D 2nTr.XY /.

To prove this, it suffices to show that

�gln.X;Y /D 2nTr.XY /

for X;Y 2 sln. By definition, �gln.X;Y / is the trace of the map Mn.k/!Mn.k/ sending
T 2Mn.k/ to

XY T �XTY �Y TXCT YX:

For any matrix A, the trace of each of the maps lAWT 7! AT and rAWT 7! TA is nTr.A/,
because, as a left or right Mn.k/-module, Mn.k/ is isomorphic to a direct sum of n-copies
of the standard Mn.k/-module kn. Therefore, the traces of the maps T 7!XY T and T 7!
TXY are both nTr.XY /, while the traces of the maps T 7!XTY and T 7! Y TX are both
equal to

Tr.lX ı rY /D n2Tr.X/Tr.Y /D 0:

PROPOSITION 4.12 If �g.g; Œg;g�/D 0, then g is solvable; in particular, g is solvable if its
Killing form is zero.

PROOF. Cartan’s criterion for solvability (3.18) applied to the adjoint representation adWg!
glg shows that ad.Dg/ is solvable. Hence Dg is solvable, and so g is solvable. 2

THEOREM 4.13 (Cartan criterion). A nonzero Lie algebra g is semisimple if and only if
its Killing form is nondegenerate.

PROOF. ): Because g is semisimple, the adjoint representation adWg! glg is faithful, and
so this follows from (4.8).
(: Let a be a commutative ideal of g — we have to show that a D 0. For any a 2 a

and g 2 g, we have that

g
adg
�! g

ada
�! a

adg
�! a

ada
�! 0;

and so .ada ıadg/2 D 0. But an endomorphism of a vector space whose square is zero has
trace zero (because its minimum polynomial divides X2). Therefore

�g.a;g/
def
D Trg.ada ı adg/D 0;

and a� g? D 0. 2
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We say that an ideal in a Lie algebra is semisimple if it is semisimple as a Lie algebra.

COROLLARY 4.14 For any semisimple ideal a in a Lie algebra g and its orthogonal com-
plement a? with respect to the Killing form

gD a˚a?.

PROOF. Because �g is invariant, a? is an ideal. Now �gjaD �a (4.6), which is nondegen-
erate. Hence a\a? D 0. 2

COROLLARY 4.15 Let g be a Lie algebra over a field k, and let k0 be a field containing k.

(a) The Lie algebra g is semisimple if and only if gk0 is semisimple.
(b) The radical r.gk0/' k0˝k r.g/.

PROOF. (a) The Killing form of gk0 is obtained from that of g by extension of scalars.
(b) The exact sequence

0! r.g/! g! g=r.g/! 0

gives rise to an exact sequence

0! r.g/k0 ! gk0 ! .g=r.g//k0 ! 0:

As r.g/k0 is solvable (3.3) and .g=r.g//k0 is semisimple, the sequence shows that r.g/k0 is
the largest solvable ideal in gk0 , i.e., that r.g/k0 D r.gk0/. 2

The decomposition of semisimple Lie algebras
DEFINITION 4.16 A Lie algebra g is simple if it is noncommutative and its only ideals are
f0g and g.

For example, sln is simple for n� 2 (see p.92 below).
Clearly a simple Lie algebra is semisimple, and so a product of simple Lie algebras is

semisimple (by 4.5).
Let g be a Lie algebra, and let a1; : : : ;ar be ideals in g. If g is a direct sum of the ai as

k-subspaces,
gD a1˚�� �˚ar ,

then Œai ;aj �� ai\aj D 0 for i ¤ j , and so g is a direct product of the ai as Lie subalgebras,

gD a1� � � ��ar .

A minimal nonzero ideal in a Lie algebra is either commutative or simple. As a semisim-
ple Lie algebra has no commutative ideals, its minimal nonzero ideals are simple Lie alge-
bras.

THEOREM 4.17 A semisimple Lie algebra g has only finitely many minimal nonzero ideals
a1; : : : ;ar , and

gD a1� � � ��ar .

Every ideal in a is a direct product of the ai that it contains.
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In particular, a Lie algebra is semisimple if and only if it is isomorphic to a product of
simple Lie algebras.

PROOF. Let a be an ideal in g. Then the orthogonal complement a? of a is also an ideal
(4.6), and so a\ a? is an ideal. As its Killing form is zero, a\ a? is solvable (4.12), and
hence zero (4.3). Therefore, gD a˚a?.

If g is not simple, then it has a nonzero proper ideal a. Write gD a˚a?. If one of a or
a? is not simple (as a Lie subalgebra), then we can decompose again. Eventually,

gD a1˚�� �˚ar

with the ai simple (hence minimal) ideals.
Let a be a minimal nonzero ideal in g. Then Œg;a� is an ideal contained in a, which is

nonzero because z.g/D 0, and so Œg;a�D a. On the other hand,

Œg;a�D Œa1;a�˚�� �˚ Œar ;a�;

and so a D Œai ;a� � ai for exactly one i ; then a D ai (simplicity of ai ). This shows that
fa1; : : :arg is a complete set of minimal nonzero ideals in g.

Let a be an ideal in g. A similar argument shows that a is a direct sum of the minimal
nonzero ideals contained in a. 2

COROLLARY 4.18 All nonzero ideals and quotients of a semisimple Lie algebra are semisim-
ple.

PROOF. Any such Lie algebra is a product of simple Lie algebras, and so is semisimple. 2

COROLLARY 4.19 If g is semisimple, then Œg;g�D g.

PROOF. If g is simple, then certainly Œg;g�D g, and so this is true also for direct sums of
simple algebras. 2

REMARK 4.20 The theorem is surprisingly strong: a finite-dimensional vector space is a
sum of its minimal subspaces but is far from being a direct sum (and so the theorem fails
for commutative Lie algebras). Similarly, it fails for commutative groups: for example, if
C9 denotes a cyclic group of order 9, then

C9�C9 D f.x;x/ 2 C9�C9g�f.x;�x/ 2 C9�C9g:

If a is a simple Lie algebra, one might expect that a embedded diagonally would be another
simple ideal in a˚a. It is a simple Lie subalgebra, but it is not an ideal.

Derivations of a semisimple Lie algebra
Recall that Derk.g/ is the space of k-linear endomorphisms of g satisfying the Leibniz
condition

D.Œx;y�/D ŒD.x/;y�C Œx;D.y/�.

The bracket
ŒD;D0�DD ıD0�D0 ıD

makes it into a Lie algebra.
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LEMMA 4.21 For any Lie algebra g, the space fad.x/ j x 2 gg of inner derivations of g is
an ideal in Derk.g/.

PROOF. We have to show that, for any derivationD of g and x 2 g, the derivation ŒD;adx�
is inner. For any y 2 g,

ŒD;adx�.y/D .D ı adx� adx ıD/.y/

DD.Œx;y�/� Œx;D.y/�

D ŒD.x/;y�C Œx;D.y/�� Œx;D.y/�

D ŒD.x/;y�:

Therefore
ŒD;ad.x/�D adD.x/; (35)

which is inner. 2

THEOREM 4.22 Every derivation of a semisimple Lie algebra g is inner; therefore the map
adWg! Der.g/ is an isomorphism.

PROOF. Let adg denote the (isomorphic) image of g in Der.g/, and let .adg/? denote its
orthogonal complement for the Killing form on Der.g/. It suffices to show that .adg/?D 0.

We have
Œ.adg/?;adg�� .adg/?\ adgD 0

because adg and .adg/? are ideals in Der.g/ (4.21, 4.6) and �Der.g/jadgD �adg is nonde-
generate (4.13). Therefore

ad.Dx/
(35)
D ŒD;ad.x/�D 0

if D 2 .adg/? and x 2 g. As adWg! Der.g/ is injective,

ad.Dx/D 0 for all x H) Dx D 0 for all x H) D D 0: 2

5 Representations of Lie algebras: Weyl’s theorem
In this section, all Lie algebras and all representations are finite dimensional over a field k.
The main result is Weyl’s theorem saying that the finite-dimensional representations of a
semisimple Lie algebra in characteristic zero are semisimple.

Preliminaries on semisimplicity
Let k be a field, and let A be a k-algebra (either associative or a Lie algebra).
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Semisimple modules

An A-module is simple if it does not contain a nonzero proper submodule.

PROPOSITION 5.1 The following conditions on an A-module M of finite dimension over
k are equivalent:

(a) M is a sum of simple modules;
(b) M is a direct sum of simple modules;
(c) for every submodule N of M , there exists a submodule N 0 such that M DN ˚N 0.

PROOF. Assume (a), and let N be a submodule of M . For a set J of simple submodules
of M , let N.J /D

P
S2J S . Let J be maximal among the sets of simple submodules for

which

(i) the sum
P
S2J S is direct and

(ii) N.J /\N D 0.

I claim that M is the direct sum of N.J / and N . To prove this, it suffices to show that
each S � N CN.J /. Because S is simple, S \ .N CN.J // equals S or 0. In the first
case, S � N CN.J /, and in the second J [fSg has the properties (i) and (ii). Because J
is maximal, the first case must hold. Thus (a) implies (b) and (c), and it is obvious that (b)
and (c) each implies (a). 2

ASIDE 5.2 The proposition holds without the hypothesis “of finite dimension over k”, but then the
proof requires Zorn’s lemma to show that there exists a set J maximal for the properties (i) and (ii).

DEFINITION 5.3 An A-module is semisimple if it satisfies the equivalent conditions of the
proposition.

LEMMA 5.4 (SCHUR’S LEMMA) If V is a simple A-module of finite dimension over k
and k is algebraically closed, then EndA.V /D k.

PROOF. Let ˛WV ! V be A-homomorphism of V . Because k is algebraically closed, ˛
has an eigenvector, say, ˛.v/D cv, c 2 k. Now ˛�cWV ! V is an A-homomorphism with
nonzero kernel. Because V is simple, the kernel must equal V . Hence ˛ D c. 2

ASIDE 5.5 The results of this section hold in every k-linear abelian category whose objects have
finite length.

Semisimple rings

In this subsubsection, all k-algebras are associative and finite (i.e., finite-dimensional as a
k-vector space), and all modules over such a k-algebra are finite-dimensional as k-vector
spaces.

DEFINITION 5.6 A k-algebra A is simple if it has no two-sided ideals except 0 and A.

PROPOSITION 5.7 A k-algebra A is simple if and only if it is isomorphic to a matrix alge-
bra Mn.D/ over a division algebra D.
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PROOF. This is a theorem of Wedderburn (GT 7.16, 7.23). 2

DEFINITION 5.8 A k-algebra A is semisimple if every A-module is semisimple.

It suffices to check that AA is semisimple, because every A-module is a quotient of a
finite direct sum of copies of AA.

PROPOSITION 5.9 The following conditions on a k-algebra A are equivalent:

(a) A is semisimple;
(b) A is a product of simple k-algebras;
(c) the Jacobson radical R.A/ of A is trivial.

PROOF. The equivalence of (a) and (b) is another theorem of Wedderburn (GT 7.34). The
elements of J.A/ act trivially on simple A-modules (see 2.16), and hence on semisimple
A-modules. Therefore (a) implies (c). Finally, (c) implies that A acts faithfully on a fi-
nite direct sum M of simple A-modules, and so AA is a submodule of End.M/, which is
semisimple. 2

The centre of a simple k-algebra is a commutative simple k-algebra, which is a field.

PROPOSITION 5.10 LetA be a simple k-algebra with centre C . For any fieldK containing
C , K˝C A is a simple K-algebra with centre K.

PROOF. See my notes Class Field Theory, IV, 2.15 (for the moment). 2

PROPOSITION 5.11 Let A be a k-algebra. If K˝k A is semisimple for some field K con-
taining k, then A is semisimple; conversely, if A is semisimple, thenK˝kA is semisimple
for all fields K separable over k.

PROOF. Suppose that K˝k A is semisimple, and let x 2 R.A/. Then n D Ax is a left
nilideal in A, andK˝k n is a left nilideal inK˝kA. ThereforeK˝k n�R.K˝kA/ (see
2.18), which is zero, and so nD 0. Hence R.A/D 0.

Conversely, suppose that A is semisimple. We may replace A with one of its factors,
and so assume that it is simple. Let C be the centre of A — it is a finite field extension of
k. For any separable field extension K of k, K˝k C is a product of fields,7 say

Q
Ki , and

K˝k A'K˝k .C ˝C A/

' .K˝k C/˝C A

'

Y
i
Ki ˝C A;

which is a product of simple k-algebras (see 5.10). 2

7Let K D kŒ˛�, and let f .X/ be the minimum polynomial of ˛. Then f .X/ has distinct roots in C al, and
so its monic irreducible factors, f1; : : : ;fr , in C ŒX� are relatively prime. Therefore

K˝k C ' .kŒX�=.f //˝k C ' C ŒX�=.f /'
Y
C ŒX�=.fi /;

which is a product of fields (we used the Chinese remainder theorem in the last step).
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ASIDE 5.12 A k-algebra A is separable if L˝k A is semisimple for all fields L containing k. The
above arguments show that A is separable if and only if it is a product of simple k-algebras whose
centres are separable over k. Note that C is automatically separable over k if k has characteristic
zero, or if it has characteristic p ¤ 0 and ŒC Wk� < p.

Semisimple categories

Let M be a left A-module. The ring of homotheties of M is

AM D faM j a 2 Ag,

i.e., it is the image of A in EndZ-linear.M/.

PROPOSITION 5.13 Let M be an A-module which is finitely generated when regarded as
an EndA.M/-module. The ring AM of homotheties ofM is semisimple if and only ifM is
semisimple.

PROOF. If AM is semisimple, then M is semisimple as an AM -module, and hence as an
A-module. Conversely, let B D AM and let .ei /i2I be a family of generators for A as an
EndA.M/-module. Then

b 7! .bei /i2I WB B!M I

is an injective homomorphism of left B-modules, and so BB is a semisimple B-module if
M is. 2

The reader can take A in the next proposition to be Rep.g/ (see below).

PROPOSITION 5.14 Let A be a k-linear abelian category such that End.X/ is finite-dimensional
over k for all objects X . Then A is semisimple if and only if End.X/ is a semisimple k-
algebra for all X .

PROOF. Assume that A is semisimple. Every objectX is the finite direct sumX D
L
imiSi

of its isotypic subobjects miSi : this means that each object Si is simple, and Si is not iso-
morphic to Sj if i ¤ j . Because Si is simple, End.Si / is a division algebra, and because
End.X/D

Q
iMmi

.Si /, it is semisimple (5.9).
Conversely, assume that End.X/ is semisimple for all X . Then End.X/ is a product of

matrix algebras over division algebras, and X can only be indecomposable if End.X/ is a
division algebra.

Let f WM ! N be a map of indecomposable objects. If there exists a map gWN !M

such that g ı f ¤ 0, then g ı f is an automorphism of M and .g ı f /�1 ı g is a right
inverse to f , which implies that M is a direct summand of N ; as N is indecomposable, f
is an isomorphism. Similarly, f is an isomorphism if there exists a map gWN !M such
f ıg ¤ 0.

As each object is obviously a sum of indecomposable objects, it suffices to show that
each indecomposable object N is simple. If N is not simple, then it properly contains an
indecomposable object M , and�

0 0

Hom.M;N / 0

�
�

�
End.M/ Hom.N;M/

Hom.M;N / End.N /

�
D End.M ˚N/

is a two-sided ideal by the above remark. As it is nilpotent and nonzero, this contradicts the
semisimplicity of End.M ˚N/. 2
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ASIDE 5.15 For (6.14), need to add the proof of Bourbaki A, VIII, �9, 2, Thm 1: Let E be a set of
commuting endomorphisms of a vector space, and let A be the k-subalgebra of End.V / generated
by them; then A is étale” E is absolutely semisimple” every element of E is absolutely
semisimple.

For (6.15), need to add the proof of Bourbaki A, VIII, �9, Corollary to Theorem 1: The sum and
product of two commuting absolutely semisimple endomorphisms of a vector space are absolutely
semisimple.

Extension of the base field
For a Lie algebra g over a field k, Rep.g/ denotes the category of representations of g on
finite-dimensional k-vector spaces.

PROPOSITION 5.16 If Rep.gK/ is semisimple for some field K containing k, then so also
is Rep.g/.

PROOF. Assume that Rep.gK/ is semisimple. For any representation .V;�/ of g,

K˝End.V;�/' End.VK ;�K/;

because
K˝End.V /' End.VK/;

and the condition that a linear map V ! V be g-equivariant is linear. As Rep.gK/ is
semisimple, theK-algebraK˝End.V;�/ is semisimple (5.14), which implies that End.V;�/
is semismple (5.11). As this holds for all representations of g, (5.14) shows that Rep.g/ is
semisimple. 2

NOTES With only a little more effort, one can prove the following more precise results (see the next
version of the notes). Let .V;�/ be a representation of a Lie algebra g.

(a) If .VK ;�K/ is semisimple for some field K containing k, then .V;�/ is semismple.

(b) If .V;�/ is semisimple, then .VK ;�K/ is semisimple for every separable field extensionK=k.

(c) Suppose k has characteristic p ¤ 0. If .V;�/ is simple and dim.V / < p, then .VK ;�K/ is
semisimple for every field extensionK=k (cf. 1.5 of Serre, Jean-Pierre Sur la semi-simplicité
des produits tensoriels de représentations de groupes. Invent. Math. 116 (1994), no. 1-3,
513–530).

Casimir operators
Throughout this subsection, g is a semisimple Lie algebra of dimension n.

Let ˇWg� g! k be a nondegenerate invariant bilinear form on g. Let e1; : : : ; en be a
basis for g as a k-vector space, and let e01; : : : ; e

0
n be the dual basis (so ˇ.ei ; e0j /D ıij for all

i:j ). For x 2 g, write

Œei ;x�D
Pn
jD1aij ej

Œx;e0i �D
Pn
jD1 bij e

0
j :
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Then

ˇ.Œei ;x�;e
0
i 0/D

Pn
jD1aijˇ.ej ; e

0
i 0/D ai i 0

ˇ.ei ; Œx;e
0
i 0 �/D

Pn
jD1 bi 0jˇ.ei ; e

0
j /D bi 0i

and so ai i 0 D bi 0i (because ˇ is invariant). In other words, for x 2 g,

Œei ;x�D
Pn
jD1aij ej ” Œx;e0i �D

Pn
jD1aj ie

0
j : (36)

PROPOSITION 5.17 The element c D
Pn
iD1 eie

0
i of U.g/ is independent of the choice of

the basis, and lies in the centre of U.g/.

PROOF. Recall that V _ denotes the dual of a k-vector space V , and that the map sending
v˝f to the map v0 7! f .v0/v is an isomorphism

V ˝V _ ' End.V /:

Under the maps

Endk-linear.g/' g˝g_
ˇ
' g˝g� T .g/� U.g/; (37)

idg corresponds to
Pn
iD1 ei ˝ e

0
i in g˝ g, which maps to c in U.g/. This proves the first

part of the statement, and for the second, we have to show that cx�xc D 0 for all x 2 g.
Write

cx�xc D
Xn

iD1
eie
0
ix�

Xn

iD1
xeie

0
i :

Now

eie
0
ix D ei Œe

0
i ;x�C eixe

0
i

�xeie
0
i D Œei ;x�e

0
i � eixe

0
i ,

and so
cx�xc D

Xn

iD1
ei Œe
0
i ;x�C

Xn

iD1
Œei ;x�e

0
i :

Let Œei ;x�D
Pn
jD1aij ej ; then Œx;e0i �D

Pn
jD1aj ie

0
j by (36), and so

cx�xc D
X

i;j

�
�aj ieie

0
j Caij ej e

0
i

�
D

X
i
�ai i C

X
j
ajj

D 0: 2

The trace form ˇV Wg� g! k of a faithful representation �Wg! glV of g is invariant
and nondegenerate (4.7, 4.8). The element c D

Pn
iD1 eie

0
i of U.g/ defined by ˇV is called

the Casimir element of .V;�/, and

cV D
Xn

iD1
eiV ı e

0
iV (38)

is the Casimir operator of .V;�/:
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PROPOSITION 5.18 (a) The Casimir operator (38) depends only on .V;�/:
(b) The map cV WV ! V is a g-module homomorphism.
(c) TrV .cV /D dimg.

PROOF. The first two statements follow directly from (5.17). For (c),

TrV .cV /D
Pn
iD1TrV .ei ı e0i /

D
Pn
iD1ˇV .ei ; e

0
i /

D
Pn
iD1 ıi i

D n. 2

Note that (c) implies that cV is an automorphism of the g-module V if V is simple and
n is nonzero in k.

NOTES For a semisimple Lie algebra g, the Casimir element is defined to be the image in U.g/ of
idg under the map (37) determined by the Killing form. It lies in the centre of U.g/ because idg is
invariant under the natural action of g on End.g/ and the maps in (37) commute with the action of
g. When g is simple, the elements of degree 2 in the centre of U.g/ form a one-dimensional space,
and c the unique such element satisfying (5.18c). See mo52587.

Weyl’s theorem
LEMMA 5.19 All one-dimensional representations of a semisimple Lie algebra are trivial.

PROOF. Let .V;�/ be a representation of g. For any bracket g D Œg1;g2� of g,

TrV .gV /D TrV .Œg1;g2�V /D TrV .g1V ıg2V �g2V ıg1V /D 0:

Thus, when V is one-dimensional, � is trivial on Œg;g�, but g D Œg;g� for a semisimple
algebra g (4.19). 2

THEOREM 5.20 (WEYL) Let g be a Lie algebra over a field k.

(a) If the adjoint representation adWg! glg is semisimple, then g is semisimple.
(b) If g is semisimple and k has characteristic zero, then Rep.g/ is semisimple.

PROOF. (a) For the adjoint representation adWg! glg, the g-submodules of g are exactly
the ideals in g. Therefore, if the adjoint representation is semisimple, then every ideal in g
admits a complementary ideal, and so is a quotient of g. Hence, if g is not semisimple, then
it admits a nonzero commutative quotient, and therefore a quotient of dimension 1; but the
Lie algebra k of dimension 1 has nonsemisimple representations, for example, c 7!

�
0 0
c 0

�
.

(b) After (4.15) and (5.16), we may suppose that k is algebraically closed. Let g be a
semisimple Lie algebra, which we may suppose to be nonzero, and let g! glV be a finite-
dimensional representation of g. We have to show that every g-submodule W of V admits
a g-complement. This we do by induction on dimW .

Assume first that dimV=W D 1 and that W is simple. The first condition implies that
g acts trivially on V=W (see 5.19). We may replace g with its image in glV , and so suppose
that g� glV . Let cV WV ! V be the Casimir operator. As g acts trivially on V=W , so also
does cV . On the other hand, cV acts on W as a scalar a (Schur’s lemma 5.4). This scalar
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is nonzero, because otherwise TrV cV D 0, contradicting (5.18c). Therefore, the kernel of
cV is one-dimensional. It is a g-submodule of V which intersects W trivially, and so it is a
g-complement for W .

Next assume only that dimV=W D 1. If W is simple, we have already proved that it
has a g-complement, and so we may suppose that there is a g-submodule W 0 of W with
dimW > dimW 0 > 0. By induction, the g-submodule W=W 0 of V=W 0 has a complement,
which we can write in the form V 0=W 0 with V 0 a g-submodule of V containing W 0:

V=W 0 DW=W 0˚V 0=W 0.

As .V=W 0/=.W=W 0/'V=W , the g-module V 0=W 0 has dimension 1, and so, by induction,
V 0 DW 0˚L for some line L. Now L is a g-submodule of V , which intersects W trivially
and has complementary dimension, and so is a g-complement for W .

Finally, we consider the general case, W � V . The space Homk-linear.V;W / of k-linear
maps has a natural g-module structure:

.xf /.v/D x �f .v/�f .x �v/

(see 1.20). Let

V1 D ff 2 Homk-linear.V;W / j f jW D a idW for some a 2 kg

W1 D ff 2 Homk-linear.V;W / j f jW D 0g:

They are both g-submodules of Homk-linear.V;W /. As V1=W1 has dimension 1, the first
part of the proof shows that

V1 DW1˚L

for some one-dimensional g-submodule L of V1. Let LD hf i. Because g acts trivially on
L (see 5.19),

0D .xf /.v/
def
D x �f .v/�f .x �v/; all x 2 g; v 2 V;

which says that f is a g-homomorphism V !W . As f jW D a idW with a¤ 0, the kernel
of f is a g-complement to W . 2

COROLLARY 5.21 Let .V;�/ be a representation of a Lie algebra g, and let f Wg! V be a
k-linear map such that

f .Œx;y�/D �.x/ �f .y/��.y/ �f .x/

for all x;y 2 g. If g is semisimple, then there exists a v0 2 V such that

f .x/D �.x/.v0/

for all x 2 g.

PROOF. The pair .f;�/ defines a homomorphism of Lie algebras

g! V oglV D af.V /

(see 1.19). When combined with the inverse of the isomorphism

w 7! .wjV;w.0;1/Wh! af.V /
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(ibid.), this gives a representation �0 of g on V 0 def
D V ˚k under which �0.x/.V 0/� V for all

x 2 g. If g is semisimple, then there exists a line L in V 0 such that V 0 D V ˚L and g acts
trivially on L (see the second step in the above proof). Let .�v0;1/ be a nonzero element
of L. Then �0.x/.�v0;1//D 0 for all x 2 g. But �0.x/ acts as �.x/ on V � V 0 and maps
.0;1/ to f .x/, and so

0D �0.x/.�v0;1/D �
0.x/.�v0;0/C�

0.x/.0;1/D��.x/.v0/Cf .x/:

Cf. Bourbaki LIE, �6, 2, Remark 2, p53. 2

ASIDE 5.22 In the proof that V is semisimple in (b), we used that k has characteristic zero only to
deduce that TrV cV ¤ 0. Therefore the argument works over a field of characteristic p for represen-
tations .V;�/ such that dim.�.g// is not divisible by p. Let Vn be the standard nC 1-dimensional
representation of SLn over Fp . Then Vn is simple for 0� n� p�1, but Vn˝Vn0 is not semisimple
when nCn0 � p (mo57997, mo18280).

ASIDE 5.23 The proof of Weyl’s theorem becomes simpler when expressed in terms of Ext’s. We
have to show that all higher Ext’s are zero in the category of g-modules (equivalentlyU.g/-modules).
The Casimir element c lies in the centre of U.g/ and acts as a nonzero scalar on all simple represen-
tations, but (of course) as zero on any g-module for which the action is trivial. From the isomorphism

Exti .V;W /' Exti .k;Hom.V;W //

we see that it suffices to show that Exti .V;W /D 0 (i > 0) with V D k (trivial action). When W is
simple, this follows from the fact that c acts on the group as two different scalars. When W D k, it
can be proved directly. See mo74689 (Moosbrugger).

ASIDE 5.24 An infinite-dimensional representation of a semisimple Lie algebra, even of sl2, need
not be semisimple.

ASIDE 5.25 About 1890, Lie and Engel conjectured that the finite-dimensional representations of
sln.C/ are semisimple. Weyl’s proof of this for all semisimple Lie algebras in 1925 was a major
advance. Weyl’s proof was global: he showed that the finite-dimensional representations of compact
groups are semisimple (because they are unitary), and deduced the similar statement for semisimple
Lie algebras over C by showing that all such algebras all arise from the Lie algebras of compact real
Lie groups. The first algebraic proof of the theorem was given by Casimir and van der Waerden in
1935. The proof given here, following Bourbaki, is due to Brauer.8

Jordan decompositions in semisimple Lie algebras
In this subsection, the base field k has characteristic zero.

Recall that every endomorphism of a k-vector space has a unique (additive Jordan)
decomposition into the sum of a semisimple endomorphism and a commuting nilpotent
endomorphism (1.22). For a Lie subalgebra g of glV , the semisimple and nilpotent parts of
an element of g need not lie in g (see 1.25). However, this is true if g is semisimple.

PROPOSITION 5.26 Let g be a Lie subalgebra of glV . If g is semisimple, then it contains
the semisimple and nilpotent parts of each of its elements.

8Brauer published his proof in 1936. Bourbaki included in their book a version of a later proof. Only after
their book was published did they discover that their argument was the same as that of Brauer (Borel 2001,
p.18).
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PROOF. We may suppose that k is algebraically closed. For any subspace W of V , let

gW D f˛ 2 glV j ˛.W /�W; Tr.˛jW /D 0g:

Then gW is a Lie subalgebra of glV . If gW � W , then g is contained in gW , because
every element of g is a sum of brackets (4.19) and so has trace zero. Therefore g is a Lie
subalgebra of the Lie algebra

g�
def
D nglV .g/\

\
fgW j gW �W g:

If x 2 g�, then so also do xs and xn, because they are polynomials in x without constant
term and ad.x/s D ad.xs/ and ad.x/n D ad.xn/ (1.23, 1.24). It therefore suffices to show
that g� D g. As g is a semisimple ideal in the Lie algebra g�,

g� D g˚g?

where g? is the orthogonal complement of g with respect to the Killing form on g� (see
4.14). Let ˛ 2 g? and let W be a simple g-submodule of V . Then ˛ acts on W as a scalar
(Schur’s lemma 5.4), which must be zero because ˛jW has trace zero (˛ is in gW ) and k
has characteristic zero. As V is a sum of simple g-modules (Weyl’s theorem 5.20), we see
that ˛ D 0. 2

For sln � gln, the proposition is obvious: let x D xs C xn in gln; then Tr.xn/ D 0
automatically, and so xs has trace zero if x does.

DEFINITION 5.27 An element x of a Lie algebra g is semisimple (resp. nilpotent) if �.x/
is semisimple (resp. nilpotent) for every representation .V;�/ of g, and x D xsCxn is a
Jordan decomposition of x if �.x/D �.xs/C�.xn/ is a Jordan decomposition of �.x/ for
every representation .V;�/ of g.

Note that x D xsCxn is a Jordan decomposition of x if xs is semisimple, xn is nilpo-
tent, and Œxs;xn�D 0.

THEOREM 5.28 Every element of a semisimple Lie algebra g has a unique Jordan decom-
position; moreover, x D xsCxn is a Jordan decomposition of x if �.x/D �.xs/C�.xn/ is
a Jordan decomposition of �.x/ for one faithful representation.

PROOF. Let x 2 g, and let .V;�/ be a faithful representation of g (for example, the adjoint
representation). There exists at most one decomposition x D xs C xn such that �.x/ D
�.xs/C�.xn/ is a Jordan decomposition of �.x/ (because of the uniqueness in 1.22). This
proves the uniqueness.

According to (5.26), there do exist exist xs;xn 2 g such that �.x/ D �.xs/C �.xn/
is the Jordan decomposition of �.x/. Now (1.24) implies that ad.xs/ (resp. ad.xn/) is a
semisimple (resp. nilpotent) k-linear endomorphism of g � End.V /. As they commute,
ad.x/ D ad.xs/C ad.xn/ is the Jordan decomposition of ad.x/ as an endomorphism of
g. Because the adjoint representation is faithful, this shows that the decomposition x D
xs C xn is independent of �. Every representation can be made faithful by adding the
adjoint representation, and so this shows that x D xsCxn is a Jordan decomposition of x.2
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In particular, an element x of a semisimple Lie algebra g is semisimple (resp. nilpotent)
if and only if adg.x/ is semisimple (resp. nilpotent).

PROPOSITION 5.29 A Lie subalgebra h of a Lie algebra g is commutative if adg.x/ is
semisimple for all x 2 h.

PROOF. Let x be an element of such a Lie algebra h. We have to show that adh.x/D 0. If
not, then, after possibly passing to a larger base field, adh.x/ will have an eigenvector with
nonzero eigenvalue, say,

Œx;y�D cy; c ¤ 0; y ¤ 0; y 2 h:

Now
adg.y/.x/D Œy;x�D�Œx;y�D�cy ¤ 0

but
adg.y/2.x/D adg.y/.�cy/D 0:

Thus, adg.y/ acts nonsemisimply on the subspace of g spanned by x and y, and so it acts
nonsemisimply on g itself. 2

In particular, a Lie algebra is commutative if all of its elements are semisimple.

ASIDE 5.30 A Lie algebra is said to be algebraic if it is the Lie algebra of an algebraic group (see
Chapter II). Proposition 5.26 automatically holds for algebraic Lie subalgebras of glV . The result
may be regarded as the first step in the proof that all semisimple Lie algebras are algebraic.

ASIDE 5.31 It would be more natural to deduce the existence of Jordan decompositions for semisim-
ple Lie algebras from the following statement:

let g � glV be semisimple; then g consists of the elements of glV fixing all tensors
fixed by g.

Cf. the proof of the Jordan decomposition for algebraic groups in AGS X, Theorem 2.8; cf. Cassel-
man, Introduction to Lie algebras, �19; Serre 1966, LA 6.5. See also II, 4.17 below. Does this hold
for Lie algebras such that gD Œg;g�?

6 Reductive Lie algebras; Levi subalgebras; Ado’s
theorem

In this section, k is a field of characteristic zero.

Reductive Lie algebras
DEFINITION 6.1 A Lie algebra g is said to be reductive if its radical equals its centre.

By definition, the radical of a Lie algebra is its largest solvable ideal. Therefore, a Lie
algebra g is reductive if and only if every solvable ideal a of g is contained the centre of g,
i.e., Œg;a�D 0.

PROPOSITION 6.2 The following conditions on a Lie algebra g are equivalent:
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(a) g is reductive;
(b) the adjoint representation of g is semisimple;
(c) g is a product of a commutative Lie subalgebra c and a semisimple Lie algebra b.

PROOF. (a))(b). If the radical r of g is the centre of g, then the adjoint representation of
g factors through g=r, which is a semisimple Lie algebra (4.4). Now Weyl’s theorem (5.20)
shows that the adjoint representation is semisimple.

(b))(c). If the adjoint representation is semisimple, then g is a direct sum of minimal
nonzero ideals ai , and hence g is isomorphic (as a Lie algebra) to a product of ai (see p.44).
Each ai is either commutative of dimension 1 or simple. The product c of the commutative
ai is commutative, and the product b of simple ideals is semisimple, which proves the
statement.

(c))(a). If gD c�b, then obvious z.g/D z.c/� z.b/D c and r.g/D r.c/� r.b/D c.
Or, in other words, r.g/D z.g/ because this is true for both c and b. 2

6.3 The decomposition gD c�b (c commutative, b semisimple) in (c) is unique; in fact,
we must have c D z.g/ and h D D.g/. To see this, note that, if g D c� b, then the centre
of g is the product of the centres of c and b and the derived algebra of g is the product
of the derived algebras of c and b. Hence, if c is commutative and b is semisimple, then
z.g/D cC0D c and DgD 0CbD b.

PROPOSITION 6.4 A Lie algebra is reductive if and only if it has a faithful semisimple
representation.

PROOF. If �1Wg1! glV1
and �2Wg2! glV2

are faithful (resp. semisimple) representations
of g1 and g2, then �1��2Wg1�g2! glV1

�glV2
� glV1�V2

is a faithful (resp. semisimple)
representation of g1 � g2. Thus, it suffices to prove the corollary in the two cases: g is a
semisimple Lie algebra; g is a one-dimensional Lie algebra. For a semisimple Lie algebra,
we can take the adjoint representation, and for a one-dimensional Lie algebra we can take
the identity map. 2

ASIDE 6.5 As an exercise, show that a Lie algebra has a faithful simple representation if and only
if it is reductive and its centre has dimension � 1 (cf. Erdmann and Wildon 2006, Exercise 12.4).

DEFINITION 6.6 The nilpotent radical sD s.g/ of a Lie algebra g is the intersection of the
kernels of the simple representations of g.9

Thus, the nilpotent radical is contained in the kernel of every semisimple representation of
g, and it is equal to the kernel of some such representation.

6.7 A Lie algebra g is reductive if and only if s.g/D 0.

This is a restatement of Proposition 6.4.

9This is the analogue of the unipotent radical of an algebraic group.
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6.8 Recall (2.22) that the largest nilpotency ideal n�.g/ of g with respect to a representa-
tion �Wg! glV is equal to the intersection of the kernels of the simple subrepresentations
of �. Therefore,

s.g/D
\

�
n�.g/

where � runs over the representations of g. In particular, s.g/ is a nilpotency ideal of g with
respect to the adjoint representaton, and so it is nilpotent (2.23).

THEOREM 6.9 Let g be a Lie algebra, let r be its radical, and let s be its nilpotent radical.
Then

sDDg\ rD Œg;r�:

In particular, Œg;r� is nilpotent.

Before giving the proof, we state a corollary.

COROLLARY 6.10 A surjective homomorphism f Wg! g0 of Lie algebras maps the nilpo-
tent radical of g onto the nilpotent radical of g0. Therefore g0 is reductive if and only if the
kernel of f contains the nilpotent radical of f .

PROOF. With the obvious notations

s0
6.9
D Œg0;r0�D Œf .g/;f .r/�D f .Œg;r�/

6.9
D f .s/: 2

Proof of Theorem 6.9

LEMMA 6.11 Let ˛ be an endomorphism of a finite-dimensional vector space over a field
of characteristic zero. If Tr.˛n/D 0 for all n� 1, then ˛ is nilpotent.

PROOF. After extending the base field, we may assume that ˛ is trigonalizable. Let a1; : : : ;am
be its eigenvalues. The hypothesis is that tn

def
D
P
ani is zero for all n� 1. Write

.X �a1/ � � �.X �am/DX
m
� s1X

m�1
C�� �C .�1/msm.

According to Newton’s identities10

t1 D s1

t2 D s1t1�2s2

t3 D s1t2� s2t1C3s3

� � � ,

which show that 0 D s1 D s2 D �� � . Therefore the characteristic polynomial of ˛ is Xm,
and so ˛m D 0. 2

LEMMA 6.12 Let g be a Lie subalgebra of glV , and let a be a commutative ideal in g. If V
is simple as a g-module, then Dg\aD 0.

10More generally, Newton’s identities allow you to compute the characteristic polynomial of a matrix from
knowing the traces of its powers — the Wikipedia (Newton’s identities).
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PROOF. As V is simple, every nilpotency ideal of g with respect to V is zero (2.21). Let A
be the associative k-subalgebra of End.V / generated a. Consider the ideal Œg;a� in g. For
x 2 g, a 2 a, and s 2 A,

TrV Œx;a�s D TrV .xas�axs/D TrV x.as� sa/D 0

as as D sa. On applying this with s D Œx;a�n�1, we see that TrV Œx;a�n D 0 for all n � 1.
Hence Œg;a� is a nilpotency ideal of g with respect to V , and it is zero. This means that the
elements of g commute with those of a (in End.V /), and so they commute also with those
of A. For x;y 2 g and s 2 A,

TrV .yxs/D TrV .syx/D TrV .xsy/

(because Tr.AB/D Tr.BA/), and so

TrV Œx;y�s D TrV .xys�yxs/D TrV x.ys� sy/D 0

as ys D sy. If Œx;y� 2 a, we can apply this with s D Œx;y�n�1, and deduce as before that
the ideal Dg\aD 0. 2

We now prove the theorem.

PROOF THAT Œg;r��Dg\ r. Obviously Œg;r�� Œg;g� def
DDg, and Œg;r�� r because r is an

ideal.

PROOF THAT Dg\ r � s. We have to show that �.Dg\ r/ D 0 for every simple repre-
sentation �Wg! glV of g. By definition, r is solvable, and we let r denote the first positive
integer such that �.DrC1r/D 0; then aD�.Drr/ is a commutative ideal in �g. Hence (by
6.12) D.�g/\aD 0, and so �.Dg\Drr/D 0. If r > 0, then Drr�Dg, and so

�.Drr/D �.Dg\Drr/D 0;

contrary to the definition of r . Hence r D 0, and �.Dg\ r/D 0.

PROOF THAT s� Œg;r�. Let qD g=Œg;r�, and let f be the quotient map g! q. Then f .r/
is contained in the centre of q but, because f is surjective, it is equal to the radical of q.
Therefore q is reductive, and so it has a faithful semisimple representation � (6.4). Now
� ıf is a semisimple representation of g with kernel Œg;r�, which shows that s� Œg;r].

Summary

6.13 For any Lie algebra g,
r� g? � n� s

where r is the radical of g (3.6), g? is the kernel of the Killing form11 (p.42), n is the largest
nilpotent ideal in g (2.24), and s is the nilpotent radical (6.6). Cf. Bourbaki LIE I, �5, 6.

11This is sometimes called the Killing radical of g.
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Criteria for a representation to be semisimple
The next theorem and its proof are taken from Bourbaki LIE I, �6, 5.

THEOREM 6.14 The following conditions on a representation �Wg! glV are equivalent:

(a) � is semisimple;
(b) �.g/ is reductive and its centre consists of semisimple endomorphisms;
(c) �.r/ consists of semisimple endomorphisms .rD radical of g);
(d) the restriction of � to r is semisimple.

PROOF. (a) H) (b). If � is semisimple, then �.g/ is reductive (6.4). Moreover, U.g/V is
semisimple (5.13), and so its centre is semisimple. In particular, its elements are semisimple
endomorphisms of V .

(b)H) (c). If �.g/ is reductive, then its centre equals its radical, and its radical contains
�.r/.

(c) H) (d). We know that Œ�g;�r� consists of nilpotent elements (6.9), and so equals
zero if �r consists of semisimple elements. Now we apply, Bourbaki A, VIII, �9, 2, Thm 1
(see 5.15).

(d) H) (a) Let s be the nilpotent radical of g, and let �0 be the restriction of � to r.
The elements of �.s/ are nilpotent, and so s is contained in the largest nilpotency ideal of r
with respect to �0. As �0 is semisimple, �0.s/D 0, and so �.g/ is reductive (6.10). Hence
�.g/ D �.r/� a with a semisimple (6.2). Let R (resp. A) be the associative k-algebra
generated by �.r/ (resp. a). They are semisimple (5.13), and so A˝R is semisimple
(5.10). The associative k-algebra generated by �.g/ is a quotient of A˝R, and so it also is
semisimple. This implies that � is semisimple (5.13). 2

COROLLARY 6.15 Let � and �0 be representations of g. If � and �0 are semisimple, so also
are �˝�0 and Hom.�;�0/ (notations as in 1.20).

PROOF. For x 2 r.g/, �.x/ and �.x0/ are semisimple (6.14), and so �.x/˝ 1C 1˝�0.x/
is semisimple (Bourbaki A, VIII, �9, Corollary to Theorem 1; see 5.15), and so �˝ �0 is
semisimple (6.14). If � is semisimple, so (obviously) is �_, and Hom.�;�0/' �_˝�0. 2

We say that a homomorphism ˛Wg! g0 is normal if ˛.g/ is an ideal in g0.

COROLLARY 6.16 Let ˛Wa! g be a normal homomorphism and let � be a representation
of g. If � is semisimple, so also is � ı˛.

PROOF. After passing to the quotients, we may suppose that � is faithful and that a is an
ideal in g. Then g and a are reductive (6.14), and so gD cCq where c is the centre of g and
q is semisimple. Now c\a is the centre of a, and the elements of �.c\a/ are semisimple,
and so � is semisimple. 2

ASIDE 6.17 The results in this subsection show that the semisimple representations of a Lie algebra
g form a neutral Tannakian category Repss.g/ with a canonical fibre functor (the forgetful functor).
Therefore,

Repss.g/D Rep.G/
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for a uniquely determined affine group scheme G (in fact, an inverse limit of reductive algebraic
group schemes). When g is semisimple, Repss.g/DRep.g/, andG is the simply connected semisim-
ple algebraic group with Lie.G/D g. See Chapter II. When g is the one-dimensional Lie algebra, G
is the diagonalizable group attached to k regarded as an additive commutative group (see II, 4.17)
— this group is not finitely generated, and so G is not of finite type.

The Levi-Malcev theorem
Special automorphisms of a Lie algebra

6.18 If u is a nilpotent endomorphism of a k-vector space V , then the sum euD
P
n�0u

n=nŠ

has only finitely many terms (it is a polynomial in u), and so it is also an endomorphism of
V . If v is another nilpotent endomorphism of V and u commutes with v, then

euev D

�X
m�0

um

mŠ

��X
n�0

vn

nŠ

�
D

X
m;n�0

umvn

mŠnŠ

D

X
r�0

1

rŠ

�X
mCnDr

�
r

m

�
umvn

�
D

X
r�0

1

rŠ
.uCv/r

D euCv:

In particular, eue�u D e0 D 1, and so eu an automorphism of V .

6.19 Now suppose that V is equipped with a k-bilinear pairing V �V ! V (i.e., it is a
k-algebra) and that u is a nilpotent derivation of V . Recall that this means that

u.xy/D x �u.y/Cu.x/ �y (x;y 2 V ).

On iterating this, we find that

ur.x;y/D
X

mCnDr

�
r

m

�
um.x/ �un.y/ (Leibniz’s formula).

Hence

eu.xy/D
X

r�0

1

rŠ
ur.xy/ (definition of eu)

D

X
r�0

1

rŠ

X
mCnDr

�
r

m

�
um.x/ �un.y/ (Leibniz’s formula)

D

X
m;n�0

um.x/

mŠ
�
un.y/

nŠ

D eu.x/ � eu.y/:

Therefore eu is an automorphism of the k-algebra V . In particular, a nilpotent derivation u
of a Lie algebra defines an automorphism of the Lie algebra.
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6.20 Recall that the nilpotent radical s of g is the intersection of the kernels of the simple
representations of g. Therefore, for every representation �Wg! glV of g, �.s/ consists of
nilpotent endomorphisms of V (2.21). Hence, for any x in the nilpotent radical of g, adgx is
a nilpotent derivation of g, and so eadg.x/ is an automorphism of g. Such an automorphism
is said to be special. Note that a special automorphism of g preserves each ideal of g.
(Bourbaki LIE, I, �6, 8.)

6.21 More generally, any element x of g such that adg.x/ is nilpotent defines an auto-
morphism eadg.x/ of g. A finite products of such automorphisms is said to be elementary.
The elementary automorphisms of g form a subgroup Aute.g/ of Aut.g/. As uead.x/u�1 D

ead.ux/ for any automorphism u of g, Aute.g/ is a normal subgroup of Aut.g/. (Bourbaki
Lie, VII, �3, 1).

6.22 Let g be a Lie algebra. Later we shall see that there exists an affine group G such
that

Rep.G/D Rep.g/:

Let x be an element of g such that �.x/ is nilpotent for all representations .V;�/ of g over
k, and let .ex/V D e�.x/. Then

˘ .ex/V˝W D .e
x/V ˝ .e

x/W for all representations .V;�V / and .W;�W / of g;
˘ .ex/V D idV if g acts trivially on V ;
˘ .ex/W ı˛R D ˛R ı .e

x/V for all homomorphisms ˛W.V;�V /! .W;�W / of repre-
sentations of g over k.

It follows that there exists a unique element ex in G.k/ such that ex acts on V as e�.x/ for
all representations .V;�/ of g.

ASIDE 6.23 Let Aut0.g/ denote the (normal) subgroup of Aut.g/ consisting of automorphisms that
become elementary over kal. If g is semisimple, then Aute.g/ is equal to its own derived group, and
when g is split, it is equal to the derived group of Aut0.g/ (Bourbaki LIE, VIII, �5, 2; �11, 2, Pptn
3).

NOTES This section will be completed when I know exactly what is needed for Chapter II.

Levi subalgebras

DEFINITION 6.24 Let g be a Lie algebra, and let r be its radical. A Lie subalgebra s of g
is a Levi subalgebra (or Levi factor) if gD rC s and r\ sD 0 (so gD r˚ s as a k-vector
space).

Let s be a Levi subalgebra of g. Then g is the semidirect product of r and s, and gD ros
is called a Levi decomposition of g.

THEOREM 6.25 (LEVI-MALCEV) Every Lie algebra has a Levi subalgebra, and any two
Levi subalgebras are conjugate by a special automorphism of g.
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PROOF. First case:Œg;r�D 0, i.e., r� z.g/. In this case, g is reductive, and gD z.g/�Dg
is a Levi decomposition of g; moreover, it is the only Levi decomposition (see 6.2, 6.3).

Second case: No nonzero ideal of g is properly contained in r. Then Œg;r�D r, and

Œr;r�D 0D z.g/

because both are ideals of g properly contained in r.
The adjoint action of g on g defines an action of g on Endk-linear.g/, namely,

x˛ D adg.x/ı˛�˛ ı adg.x/D Œadg.x/;˛�; x 2 g, ˛ 2 Endk-linear.g/;

(see 1.20). Consider the subspaces of Endk-linear.g/:

V D f˛Wg! r j ˛jrD �.˛/ idr for some �.˛/ 2 kg

W D f˛Wg! r j ˛jrD 0g.

They are both g-submodules of Endk-linear.g/, and W has codimension 1 in V .
The adjoint action of g on g defines a linear map

�Wr! Endk-linear.g/; x 7! adg.x/:

This is injective (because z.g/D 0), and its image P lies inW (because r is a commutative
ideal). Moreover, P is a g-module (because r is an ideal).

For x 2 r, y 2 g, and ˛ 2 V ,

.x˛/.y/D Œx;˛.y/��˛.Œx;y�/D��.˛/Œx;y�

as r is commutative. This can be rewritten as,

x˛ D�ad.�.˛/x/;

and so elements of r map V into P .
Thus r acts trivially on V=P , and so g acts on V=P through the semisimple algebra g=r.

According to Weyl’s theorem 5.20, there exists a g-stable line L in V=P such that

V=P DW=P ˚L:

In fact, g acts trivially on L (5.19). Some ˛0 2 V rW will generate L, and we may scale
˛0 so that �.˛0/D�1. Consider the linear map

g
g 7!g˛0
�����! P

��1

���! r:

The restriction of this to r is the identity map, and so its kernel is a Levi subalgebra of g.
Let s0 be a second Levi subalgebra of g. For each x 2 s0, there is a unique h.x/ 2 r such

that xCh.x/ 2 s. For x;y 2 s0,

ŒxCh.x/;yCh.y/�D Œx;y�C Œx;h.y/�C Œy;h.x/�

lies in s, and so
h.Œx;y�/D ad.x/.h.y//� ad.y/.h.x//:
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According to (5.21), there exists an a 2 r such that h.x/D�Œx;a� for all x 2 s0. Now

xCh.x/D xC Œa;x�D .1C ad.a//.x/; all x 2 s0;

and so 1C ad.a/ maps s0 to s. As Œr;r� D 0, ad.a/2 D 0, and so 1C ad.a/ D eada. As
Œg;r�D r, a is in the nilpotent radical of g, and so eada is a special automorphism of g.

General case. We use induction on the dimension of the radical of g. After the first two
steps, we may suppose that Œg;r�¤ 0 and that r contains a proper nontrivial ideal. As Œg;r�
is nilpotent (6.9), its centre is nonzero. Let m be a minimal nonzero ideal contained in the
centre of Œg;r�. After the second step, we may suppose that m¤ r. Now g=m has radical
r=m, and so we may apply the induction hypothesis to it. 2

ASIDE 6.26 Theorem 6.25 reduces the problem of classifying Lie algebras (in characteristic zero)
to the problems of (a) classifying semisimple Lie algebras, (b) classifying solvable Lie algebras, and
(c) classifying the semidirect products of a semisimple Lie algebra by a solvable Lie algebra.

Let s be a semisimple Lie algebra and let r be a solvable Lie algebra. The Lie algebra struc-
tures on r˚ s making it into a semidirect product ro s are in one-to-one correspondence with the
representations �Ws! glr such that �.s/� Der.r/.

For a discussion of (c), see arXiv:1302.4255.

NOTES Levi (1905) proved that Levi subalgebras exist, and Malcev (1942) poved that any two of
them are conjugate.

NOTES In nonzero characteristic, both parts of (6.25) may fail. See McNinch, George J., Levi
decompositions of a linear algebraic group. Transform. Groups 15 (2010), no. 4, 937–964.

Ado’s theorem
THEOREM 6.27 (ADO) Let g be a finite-dimensional Lie algebra over a field of character-
istic zero, and let n be its largest nilpotent ideal. Then there exists a faithful representation
.V;�/ of g such that �.n/ consists of nilpotent elements.

In particular, every nilpotent Lie algebra g over a field of characteristic zero admits a
faithful representation .V;r/ such that �.g/ consists of nilpotent elements.

Let g be a Lie algebra. Recall that an ideal a in g is a nilpotency ideal with respect to a
representation � of g if �.x/ is nilpotent for all x 2 a. For each representation .V;�/, there
exists a largest nilpotency ideal n�.g/, which consists of the elements x of g such xM D 0
for all simple subquotients M of V (2.22).

Zassenhaus’s extension theorem

Let .V;�/ be a representation of U.g/. For e 2 V and e0 2 V _, the map �.e;e0/

x 7! h�.x/e;e0iWU.g/! k;

is called a coefficient of �, and we let C.�/ denote the subspace of U.g/_ spanned by the
coefficients of �. For example, if e1; : : : ; en is a basis for V and e01; : : : ; e

0
n is the dual basis,

then �.ei ; e0j / sends an element x of U.g/ to the .i:j /th entry of the matrix of �.x/ relative
to the basis e1; : : : ; en. Moreover, the map

e 7! .�.e;e01/; : : : ;�.e;e
0
n//WV ! C.�/n

is an injective U.g/-homomorphism.
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THEOREM 6.28 (ZASSENHAUS) Let g be a Lie algebra. A representation �0 of a Lie sub-
algebra g0 of g extends to a representation � of g such that n�.g/� n�0.g0/ if g0 is an ideal
in g and there exists a Lie subalgebra h of g such that g D g0˚ h and Œh;g0� � n�0.g0/: If
moreover adg.x/jg0 is nilpotent for all x 2 h, then � can be chosen so that n�.g/� h.

PROOF. (Following the proof of Bourbaki LIE, I, �7, 2, Thm 1.) Let I be the kernel of
�0, regarded as a representation of U.g0/. Then I is a two-sided ideal of U.g0/ of finite
codimension. Let C.�0/ denote the subspace of U.g0/_ of coefficients of �0 — it is orthog-
onal to I in the natural pairing U.g0/�U.g0/_! k. Let S be the sub-g-module of U.g0/_

generated by C.�0/.
Let V 0 be the representation space for �0, and let

V 0 D V 00 � V
0
1 � �� � � V

0
d D f0g

be a Jordan-Hölder series for V 0 (as a U.g0/-module). Let I 0 � U.g0/ be the intersection of
the kernels of the representations of U.g0/ on the quotients V 0i�1=Vi . Then

I 0d � I � I 0;

and I 0\g0 D n�0.g0/. Now (1.29) shows that I 0d is of finite codimension in U.g0/.
For x 2 h, the derivation u 7! xu�ux of U.g0/ maps g0 into Œh;g0� � I 0, hence U.g0/

into I 0, and hence I 0d into I 0d . As I 0d is a g0-submodule of U.g0/, this shows that it is
also a g-submodule. The orthogonal complement of I 0d in U.g0/_ is a finite-dimensional
g-submodule which contains C.�0/ and therefore S . Therefore S is finite-dimensional over
k.

The g0-module V 0 is isomorphic to a sub-g0-module of C.�0/n for some n. Hence the
g-module Sn is a finite-dimensional extension � of �0 to g. Moreover, �.x/ is nilpotent for
x 2 I 0\g0, which is an ideal in g, and so I 0\g0 is contained in the largest nilpotency ideal
of �. This completes the proof of the first assertion of the theorem.

The proof of the second assertion is omitted (for the moment). 2

Another extension result

PROPOSITION 6.29 Let g be a Lie algebra, let a be a nilpotent ideal in g, and let � be a rep-
resentation of a such that �.x/ is nilpotent for all x 2 a. Then � extends to a representation
�0 of g such that �0.xb/ is nilpotent for all x in the largest nilpotent ideal of g.

PROOF. Let n denote the largest nilpotent ideal of g. Then n� a and n=a is nilpotent, and
so there exists a sequence of subalgebras of n

aD n0 � n1 � �� � � nr D n

such that ni�1 is an ideal in ni and dimni=ni�1D 1 for all i . The algebra ni is therefore the
direct sum of ni�1 with a one-dimensional subalgebra. As adgx is nilpotent for all x 2 n,
we can apply (6.28) to successively extend � to n1; : : : ;n in such a way that every element
of n is mapped to a nilpotent endomorphism.

Let r denote the radical of g. Then r is unipotent, and so there exists a sequence of
subalgebras of r

nD r0 � r1 � �� � � rs D r
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such that ri�1 is an ideal in ri and dimri=ri�1 D 1 for all i . As Œr;r� � n, we can apply
(6.28) to successively extend � to r1; : : : ;r in such a way that every element of r is mapped
to a nilpotent endomorphism.

Finally, we apply the Levi-Malcev theorem (6.25) to write gD r˚s with s a subalgebra.
As Œs;r�� n, we can apply (6.28) again to extend � to g in such a way that every element of
n is mapped to a nilpotent endomorphism. 2

Proof of Ado’s theorem 6.27

The theorem is certainly true if g is commutative; for example, if g has dimension 1 we can

take � to be the representation c 7!
�
0 c

0 0

�
. Choose a faithful representation of the centre c

of g sending each element of c to a nilpotent endomorphism, and extend it to a representation
�1 of g as in (6.29). Let �2 be the adjoint representation of g, and let �D �1˚�2. Then �
sends every element of n to a nilpotent endomorphism because each of �1 and �2 does, and

Ker.�/D Ker.�1/\Ker.�2/D Ker.�1/\ cD 0:

ASIDE 6.30 Lie himself tried to prove that every Lie algebra arises as a subalgebra of gln, but it was
only in 1935 that Ado succeeded in showing this over an algebraically closed field of characteristic
zero. Iwasawa (1950) proved the same result in nonzero characteristic, and Harish-Chandra (1949)
proved the above result. The proof given here, following Bourbaki, is that of Harish-Chandra. For a
proof that every Lie algebra in nonzero characteristic admits a faithful representations, see Jacobson
1962, VI.3.

7 Root systems and their classification
To a semisimple Lie algebra, we attach some combinatorial data, called a root system, from
which we can read off the structure of the Lie algebra and its representations. As every root
system arises from a semisimple Lie algebra and determines it up to isomorphism, the root
systems classify the semisimple Lie algebras. In this section, we review the theory of root
systems and explain how they are classified in turn by Dynkin diagrams,

This section omits some (standard) proofs. For more detailed accounts, see: Bourbaki
LIE, Chapter VI; Serre 1966, Chapter V; or Casselman, Root Systems.

Throughout, F is a field of characteristic zero and V is a finite-dimensional vector space
over F . An inner product on a real vector space is a positive definite symmetric bilinear
form.

Reflections
A reflection in a vector space is a linear transformation fixing a hyperplane through the
origin and acting as �1 on a line through the origin (transverse to the hyperplane). Let ˛
be a nonzero element of V: A reflection with vector ˛ is an endomorphism s of V such that
s.˛/D�˛ and the set of vectors fixed by s is a hyperplane H . Then V DH ˚h˛i with s
acting as 1˚�1, and so s2 D�1. Let V _ be the dual vector space to V , and write h ; i for
the tautological pairing V �V _! k.

LEMMA 7.1 If ˛_ is an element of V _ such that h˛;˛_i D 2, then

s˛Wx 7! x�hx;˛_i˛ (39)
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is a reflection with vector ˛, and every reflection with vector ˛ is of this form (for a unique
˛_)

PROOF. Certainly, s˛ is a reflection with vector ˛. Conversely, if s is a reflection with
vector ˛ and fixed hyperplane H , then the composite of the quotient map V ! V=H with
the linear map V=H ! F sending ˛CH to 2 is the unique element ˛_ of V _ such that
˛.H/D 0 and h˛;˛_i D 2. 2

LEMMA 7.2 Let R be a finite spanning set for V . For any nonzero vector ˛ in V , there
exists at most one reflection s with vector ˛ such that s.R/�R.

PROOF. Let s and s0 be such reflections, and let t D ss0. Then t acts as the identity map on
both F˛ and V=F˛, and so

.t �1/2V � .t �1/F˛ D 0:

Thus the minimum polynomial of t divides .T �1/2. On the other hand, becauseR is finite,
there exists an integer m � 1 such that tm.x/D x for all x 2 R, and hence for all x 2 V .
Therefore the minimum polynomial of t divides Tm � 1. As .T � 1/2 and Tm � 1 have
greatest common divisor T �1, this shows that t D 1. 2

LEMMA 7.3 Let . ; / be an inner product on a real vector space V . Then, for any nonzero
vector ˛ in V , there exists a unique symmetry s with vector ˛ that is orthogonal for . ; /,
i.e., such that .sx;sy/D .x;y/ for all x;y 2 V , namely

s.x/D x�2
.x;˛/

.˛;˛/
˛: (40)

PROOF. Certainly, (40) does define an orthogonal symmetry with vector ˛. Suppose s0

is a second such symmetry, and let H D h˛i?. Then H is stable under s0, and maps
isomorphically on V=h˛i. Therefore s0 acts as 1 on H . As V DH ˚h˛i and s0 acts as �1
on h˛i, it must coincide with s. 2

Root systems
DEFINITION 7.4 A subset R of V over F is a root system in V if

RS1 R is finite, spans V , and does not contain 0;
RS2 for each ˛ 2R, there exists a (unique) reflection s˛ with vector ˛ such that s˛.R/�R;
RS3 for all ˛;ˇ 2R, s˛.ˇ/�ˇ is an integer multiple of ˛.

In other words, R is a root system if it satisfies RS1 and, for each ˛ 2 R, there exists a
(unique) vector ˛_ 2 V _ such that h˛;˛_i D 2, hR;˛_i 2 Z, and the reflection s˛Wx 7!
x�hx;˛_i˛ maps R in R.

We sometimes refer to the pair .V;R/ as a root system over F . The elements of R are
called the roots of the root system. If ˛ is a root, then s˛.˛/ D �˛ is also a root. The
unique ˛_ attached to ˛ is called its coroot. The dimension of V is called the rank of the
root system.
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EXAMPLE 7.5 Let V be the hyperplane in F nC1 of nC 1-tuples .xi /1�i�nC1 such thatP
xi D 0, and let

RD f˛ij
def
D ei � ej j i ¤ j; 1� i;j � nC1g

where .ei /1�i�nC1 is the standard basis for F nC1. For each i ¤ j , let s˛ij
be the linear

map V ! V that switches the i th and j th entries of an nC 1-tuple in V . Then s˛ij
is a

reflection with vector ˛ij such that s˛ij
.R/ � R and s˛ij

.ˇ/�ˇ 2 Z˛ij for all ˇ 2 R. As
R obviously spans V , this shows that R is a root system in V .

For other examples of root systems, see p.91 below.

PROPOSITION 7.6 Let .V;R/ be a root system over F , and let V0 be the Q-vector space
generated byR. Then c˝v 7! cvWF ˝QV0! V is an isomorphism, andR is a root system
in V0 (Bourbaki LIE, VI, 1.1, Pptn 1; Serre 1966, V, 17, Thm 5, p. 41).

Thus, to give a root system over F is the same as giving a root system over Q (or R or C).
In the following, we assume that F � R (and sometimes that F D R).

PROPOSITION 7.7 If .Vi ;Ri /i2I is a finite family of root systems, thenL
i2I .Vi ;Ri /

def
D .

L
i2I Vi ;

F
Ri /

is a root system (called the direct sum of the .Vi ;Ri /).

A root system is indecomposable (or irreducible) if it can not be written as a direct sum
of nonempty root systems.

PROPOSITION 7.8 Let .V;R/ be a root system. There exists a unique partitionRD
F
i2I Ri

of R such that
.V;R/D

M
i2I
.Vi ;Ri /; Vi D span of Ri ;

and each .Vi ;Ri / is an indecomposable root system (Bourbaki LIE, VI, 1.2).

Suppose that roots ˛ and ˇ are multiples of each other, say,

ˇ D c˛; c 2 F; 0 < c < 1:

Then hc˛;˛_i D 2c 2 Z and so c D 1
2

. For each root ˛, the set of roots that are multiples of
˛ is either f�˛;˛g or f�˛;�˛=2;˛=2;˛g. When only the first case occurs, the root system
is said to be reduced.

From now on “root system” will mean “reduced root system”.

The Weyl group
Let .V;R/ be a root system. The Weyl group W D W.R/ of .V;R/ is the subgroup of
GL.V / generated by the reflections s˛ for ˛ 2 R. Because R spans V , the group W acts
faithfully on R, and so is finite.

For ˛ 2R, we let H˛ denote the hyperplane of vectors fixed by s˛. A Weyl chamber is
a connected component of V r

S
˛2RH˛.

PROPOSITION 7.9 The group W.R/ acts simply transitively on the set of Weyl chambers
(Bourbaki LIE, VI, �1, 5).
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Existence of an inner product
PROPOSITION 7.10 For any root system .V;R/, there exists an inner product . ; / on V
such the w 2R, act as orthogonal transformations, i.e., such that

.wx;wy/D .x;y/ for all w 2W , x;y 2 V:

PROOF. Let . ; /0 be any inner product V �V ! R, and define

.x;y/D
X

w2W
.wx;wy/0:

Then . ; / is again symmetric and bilinear, and

.x;x/D
X

w2W
.wx;wx/0 > 0

if x ¤ 0, and so . ; / is positive-definite. On the other hand, for w0 2W;

.w0x;w0y/D
X

w2W
.ww0x;ww0y/

0

D .x;y/

because as w runs through W , so also does ww0. 2

In fact, there is a canonical inner product on V .
When we equip V with an inner product . ; / as in (7.10),

s˛.x/D x�2
.x;˛/

.˛;˛/
˛ for all x 2 V:

Therefore the hyperplane of vectors fixed by ˛ is orthogonal to ˛, and the ratio .x;˛/=.˛;˛/
is independent of the choice of the inner product:

2
.x;˛/

.˛;˛/
D hx;˛_i:

Bases
Let .V;R/ be a root system. A subset S of R is a base for R if it is a basis for V and if each
root can be written ˇ D

P
˛2Sm˛˛ with the m˛ integers of the same sign (i.e., either all

m˛ � 0 or all m˛ � 0). The elements of a (fixed) base are called the simple roots (for the
base).

PROPOSITION 7.11 There exists a base S for R (Bourbaki LIE, VI, �1, 5).

More precisely, let t lie in a Weyl chamber, so t is an element of V such that ht;˛_i ¤ 0
if ˛ 2 R, and let RC D f˛ 2 R j .˛; t/ > 0g. Say that ˛ 2 RC is indecomposable if it can
not be written as a sum of two elements of RC. The indecomposable elements form a base,
which depends only on the Weyl chamber of t . Every base arises in this way from a unique
Weyl chamber, and so (7.9) shows thatW acts simply transitively on the set of bases for R.

PROPOSITION 7.12 Let S be a base for R. Then W is generated by the fs˛ j ˛ 2 Sg, and
W �S DR (Serre 1966, V, 10, p. 33).
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PROPOSITION 7.13 Let S be a base for R. If S is indecomposable, there exists a root
z̨ D

P
˛2S n˛˛ such that, for any other root

P
˛2Sm˛˛, we have that n˛ � m˛ for all ˛

(Bourbaki LIE, VI, �1, 8).

Obviously z̨ is uniquely determined by the base S . It is called the highest root (for the
base). The simple roots ˛ with n˛ D 1 are said to be special.

EXAMPLE 7.14 Let .V;R/ be the root system in (7.5), and endow V with the usual inner
product (assume F � R). When we choose

t D ne1C�� �C en�
n

2
.e1C�� �C enC1/;

then
RC

def
D f˛ j .˛; t/ > 0g D fei � ej j i > j g:

For i > j C1,
ei � ej D .ei � eiC1/C�� �C .ejC1� ej /;

and so ei � ej is decomposable. The indecomposable elements are e1� e2; : : : ; en� enC1.
Obviously, they do form a base S for R. The Weyl group has a natural identification with
SnC1, and it certainly is generated by the elements s˛1

; : : : ; s˛n
where ˛i D ei �eiC1; more-

over, W �S DR. The highest root is

z̨ D e1� enC1 D ˛1C�� �C˛n:

Reduced root systems of rank 2
The root systems of rank 1 are the subsets f˛;�˛g, ˛¤ 0, of a vector space V of dimension
1, and so the first interesting case is rank 2. Assume F D R, and choose an invariant inner
product. For roots ˛;ˇ, we let

n.ˇ;˛/D 2
.ˇ;˛/

.˛;˛/
D hˇ;˛_i 2 Z.

Write

n.ˇ;˛/D 2
jˇj

j˛j
cos�

where j � j denotes the length of a vector and � is the angle between ˛ and ˇ. Then

n.ˇ;˛/ �n.˛;ˇ/D 4cos2� 2 Z:

When we exclude the possibility that ˇ is a multiple of ˛, there are only the following
possibilities (in the table, we have chosen ˇ to be the longer root):

n.ˇ;˛/ �n.˛;ˇ/ n.˛;ˇ/ n.ˇ;˛/ � jˇj=j˛j

0 0 0 �=2

1
1

�1

1

�1

�=3

2�=3
1

2
1

�1

2

�2

�=4

3�=4

p
2

3
1

�1

3

�3

�=6

5�=6

p
3
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If ˛ and ˇ are simple roots and n.˛;ˇ/ and n.ˇ;˛/ are strictly positive (i.e., the angle
between ˛ and ˇ is acute), then (from the table) one, say, n.ˇ;˛/, equals 1. Then

s˛.ˇ/D ˇ�n.ˇ;˛/˛ D ˇ�˛;

and so ˙.˛�ˇ/ are roots, and one, say ˛�ˇ, will be in RC. But then ˛ D .˛�ˇ/Cˇ,
contradicting the simplicity of ˛. We conclude that n.˛;ˇ/ and n.ˇ;˛/ are both negative.
From this it follows that there are exactly the four nonisomorphic root systems of rank 2
displayed below. The set f˛;ˇg is the base determined by the shaded Weyl chamber.

˛ D .2;0/�˛

ˇ D .0;2/

�ˇ

A1�A1

˛ D .2;0/

ˇ D .�1;
p
3/

˛Cˇ

�˛

�˛�ˇ �ˇ

A2

˛ D .2;0/

ˇ D .�2;2/
˛Cˇ

�˛

�˛�ˇ �ˇ

2˛Cˇ

�2˛�ˇ

B2

˛ D .2;0/

ˇ D .�3;
p
3/ ˛Cˇ

3˛C2ˇ

˛Cˇ 2˛Cˇ˛Cˇ 3˛Cˇ

�˛

�ˇ�˛�ˇ

�3˛�2ˇ

�2˛�ˇ�3˛�ˇ

G2

Note that each set of vectors does satisfy (RS1–3). The root system A1�A1 is decom-
posable and the remainder are indecomposable.

We have

A1�A1 A2 B2 G2

s˛.ˇ/�ˇ 0˛ 1˛ 2˛ 3˛

� �=2 2�=3 3�=4 5�=6

W.R/ D2 D3 D4 D6

.Aut.R/WW.R// 2 2 1 1
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where Dn denotes the dihedral group of order 2n.

Cartan matrices
Let .V;R/ be a root system. As before, for ˛;ˇ 2R, we let

n.˛;ˇ/D h˛;ˇ_i 2 Z;

so that

n.˛;ˇ/D 2
.˛;ˇ/

.ˇ;ˇ/

for any inner form satisfying (7.10). From the second expression, we see that n.w˛;wˇ/D
n.˛;ˇ/ for all w 2W .

Let S be a base forR. The Cartan matrix ofR (relative to S ) is the matrix .n.˛;ˇ//˛;ˇ2S .
Its diagonal entries n.˛;˛/ equal 2, and the remaining entries are negative or zero.

For example, the Cartan matrices of the root systems of rank 2 are, 
2 0

0 2

!  
2 �1

�1 2

!  
2 �1

�2 2

!  
2 �1

�3 2

!
A1�A1 A2 B2 G2

and the Cartan matrix for the root system in (7.5) is0BBBBBBBBB@

2 �1 0 0 0

�1 2 �1 0 0

0 �1 2 0 0

: : :

0 0 0 2 �1

0 0 0 �1 2

1CCCCCCCCCA
because

2
.ei � eiC1; eiC1� eiC2/

.ei � eiC1; ei � eiC1/
D�1, etc..

PROPOSITION 7.15 The Cartan matrix of .V;R/ is independent of S , and determines
.V;R/ up to isomorphism.

In fact, if S 0 is a second base for R, then we know that S 0 D wS for a unique w 2W and
that n.w˛;wˇ/D n.˛;ˇ/. Thus S and S 0 give the same Cartan matrices up to re-indexing
the columns and rows. Let .V 0;R0/ be a second root system with the same Cartan matrix.
This means that there exists a base S 0 for R0 and a bijection ˛ 7! ˛0WS ! S 0 such that

n.˛;ˇ/D n.˛0;ˇ0/ for all ˛;ˇ 2 S: (41)

The bijection extends uniquely to an isomorphism of vector spaces V ! V 0, which sends
s˛ to s˛0 for all ˛ 2 S because of (41). But the s˛ generate the Weyl groups (7.12), and
so the isomorphism maps W onto W 0, and hence it maps R D W �S onto R0 D W 0 �S 0

(see 7.12). We have shown that the bijection S ! S 0 extends uniquely to an isomorphism
.V;R/! .V 0;R0/ of root systems.
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Classification of root systems by Dynkin diagrams
Let .V;R/ be a root system, and let S be a base for R.

PROPOSITION 7.16 Let ˛ and ˇ be distinct simple roots. Up to interchanging ˛ and ˇ, the
only possibilities for n.˛;ˇ/ are

n.˛;ˇ/ n.ˇ;˛/ n.˛;ˇ/n.ˇ;˛/

0 0 0

�1 �1 1

�2 �1 2

�3 �1 3

If W is the subspace of V spanned by ˛ and ˇ, then W \R is a root system of rank 2 in
W , and so (7.16) can be read off from the Cartan matrices of the rank 2 systems.

Choose a base S for R. Then the Coxeter graph12 of .V;R/ is the graph whose nodes
are indexed by the elements of S ; two distinct nodes are joined by n.˛;ˇ/ �n.ˇ;˛/ edges.
Up to the indexing of the nodes, it is independent of the choice of S .

PROPOSITION 7.17 The Coxeter graph is connected if and only if the root system is inde-
composable.

In other words, the decomposition of the Coxeter graph of .V;R/ into its connected
components corresponds to the decomposition of .V;R/ into a direct sum of its indecom-
posable summands.

PROOF. A root system is decomposable if and only if R can be written as a disjoint union
R D R1 tR2 with each root in R1 orthogonal to each root in R2. Since roots ˛;ˇ are
orthogonal if and only n.˛;ˇ/ � n.ˇ;˛/ D 4cos2� D 0, this is equivalent to the Coxeter
graph being disconnected. 2

The Coxeter graph doesn’t determine the Cartan matrix because it only gives the number
n.˛;ˇ/ �n.ˇ;˛/. However, for each value of n.˛;ˇ/ �n.ˇ;˛/ there is only one possibility
for the unordered pair

fn.˛;ˇ/;n.ˇ;˛/g D

�
2
j˛j

jˇj
cos�;2

jˇj

j˛j
cos�

�
:

Thus, if we know in addition which is the longer root, then we know the ordered pair.
To remedy this, we put an arrowhead on the lines joining the nodes indexed by ˛ and ˇ
pointing towards the shorter root. The resulting diagram is called the Dynkin diagram of
the root system. It determines the Cartan matrix and hence the root system.

For example, the Dynkin diagrams of the root systems of rank 2 are:

˛ ˇ ˛ ˇ ˛ ˇ ˛ ˇ

A1�A1 A2 B2 G2

12According to the Wikipedia, this is actually a multigraph, because there may be multiple edges joining
two nodes.
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THEOREM 7.18 The Dynkin diagrams arising from indecomposable root systems are ex-
actly the diagrams An (n � 1), Bn (n � 2), Cn (n � 3), Dn (n � 4), E6, E7, E8, F4, G2
listed at the end of the section — we have used the conventional (Bourbaki) numbering for
the simple roots.

PROOF. It follows from Theorem 7.19 below, that the Dynkin diagram of an indecompos-
able root system occur in the list. To show that every diagram on the list arises from an
irreducible root system, it suffices to exhibit a root system for each diagram. For the types
A–D we realize the diagram as the Dynkin diagram of a split semisimple Lie algebra in the
next section; sometime I’ll add the exceptional cases. 2

For example, the Dynkin diagram of the root system in (7.5, 7.14) is An. Note that
Coxeter graphs do not distinguish Bn from Cn.

Classification of Coxeter graphs
Consider a graph � whose nodes are labelled by 1;2; : : : ; l and such that the nodes i;j ,
i ¤ j , are joined by nij edges. The quadratic form of � is

Q.X1; : : : ;Xl/D 2
Xl

iD1
X2i �

X
i;j , i¤j

p
nijXiXj :

The Coxeter graph of an indecomposable root system has the following properties:

(a) it is connected;
(b) the number of edges joining any two distinct nodes is 1, 2; or 3;
(c) the quadratic form of � is positive definite.

THEOREM 7.19 The graphs � satisfying the conditions (a,b,c) are exactly the graphs An
(n� 1), Bn (n� 2), Dn (n� 4), E6, E7, E8, F4, G2:

PROOF. See, for example, Carter 1995, 2.5, pp. 19-21. 2

The root and weight lattices
7.20 Let X be a lattice in a vector space V over F . The dual lattice to X is

Y D fy 2 V _ j hX;yi � Zg:

If e1; : : : ; em is a basis of V that generatesX as a Z-module, then Y is generated by the dual
basis f1; : : : ;fm (defined by hei ;fj i D ıij ).

7.21 Let .V;R/ be a root system in V . Recall that, for each ˛ 2 R, there is a unique
˛_ 2 V such that h˛;˛_i D 2, hR;˛_i 2 Z, and the reflection x 7! x�hx;˛_i˛ sends R
into R. The set R_ def

D f˛_ j ˛ 2Rg is a root system in V _ (called the inverse root system).
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An (n nodes, n� 1)
˛1 ˛2 ˛3 ˛n�2 ˛n�1 ˛n

Bn (n nodes, n� 2)
˛1 ˛2 ˛3 ˛n�2 ˛n�1 ˛n

Cn (n nodes, n� 3)
˛1 ˛2 ˛3 ˛n�2 ˛n�1 ˛n

Dn (n nodes, n� 4)
˛1 ˛2 ˛3 ˛n�3 ˛n�2

˛n�1

˛n

E6

˛1 ˛3 ˛4

˛2

˛5 ˛6

E7

˛1 ˛3 ˛4

˛2

˛5 ˛6 ˛7

E8

˛1 ˛3 ˛4

˛2

˛5 ˛6 ˛7 ˛8

F4

˛1 ˛2 ˛3 ˛4

G2

˛1 ˛2

List of indecomposable Dynkin diagrams
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7.22 (Bourbaki LIE, VI, �1, 9.) Let .V;R/ be a root system. The root lattice Q DQ.R/
is the Z-submodule of V generated by the roots:

Q.R/D ZRD
˚P

˛2Rm˛˛ jm˛ 2 Z
	

.

Every base for R forms a basis for Q. The weight lattice P D P.R/ is the lattice dual to
Q.R_/:

P D fx 2 V j hx;˛_i 2 Z for all ˛ 2Rg:

The elements of P are called the weights of the root system. We have P.R/ � Q.R/
(because hR;˛_i � Z for all ˛ 2 R), and the quotient P.R/=Q.R/ is finite (because the
lattices generate the same Q-vector space).

7.23 (Bourbaki LIE, VI, �1, 10.) Let S be a base for R. Then S_ def
D f˛_ j ˛ 2 Sg is a base

for R_. For each simple root ˛, define $˛ 2 P.R/ by the condition

h$˛;ˇ
_
i D ı˛;ˇ ; all ˇ 2 S .

Then f$˛ j ˛ 2 Sg is a basis for the weight lattice P.R/, dual to the basis S_. Its elements
are called the fundamental weights.

7.24 (Bourbaki LIE, VIII, �7.) Let S be a base for R, so that

RDRCtR� with

(
RC D f

P
m˛˛ jm˛ 2 Ng\R

R� D f
P
m˛˛i j �m˛ 2 Ng\R

We let PC D PC.R/ denote the set of weights that are positive for the partial ordering on
V defined by S ; thus

PC.R/D
˚P

˛2S c˛˛ j c˛ � 0; c˛ 2Q
	
\P.R/.

A weight � is dominant if h�;˛_i 2 N for all ˛ 2 S , and we let PCC D PCC.R/ denote
the set of dominant weights of R; thus

PCC.R/D fx 2 V j hx;˛
_
i 2 N all ˛ 2 Sg � PC.R/:

Since the$˛ are dominant, they are sometimes called the fundamental dominant weights.

7.25 When we write S D f˛1; : : : ;˛ng, the fundamental weights are $1; : : : ;$n, where

h$i ;˛
_
j i D ıij .

Moreover

RDRCtR� with

(
RC D f

P
mi˛i jmi 2 Ng\R

R� D f
P
mi˛i j �mi 2 Ng\R

I

Q.R/D Z˛1˚�� �˚Z˛n � V D R˛1˚�� �˚R˛nI
P.R/D Z$1˚�� �˚Z$n � V D R$1˚�� �˚R$nI

PCC.S/D
nX

mi$i jmi 2 N
o
:

NOTES Eventually, the proofs in this section will be completed. Also, I should add a subsection
explaining by means of examples how the various definitions relate to the associated Lie algebra (for
example, bases correspond to Borel subalgebras), and I should stop using Bourbaki’s notation PCC.
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8 Split semisimple Lie algebras
To a semisimple Lie algebra, we attach a root system, from which we can read off the
structure of the Lie algebra and its representations. As every root system arises from a
semisimple Lie algebra and determines it up to isomorphism, the root systems classify the
semisimple Lie algebras. In Section 7, we reviewed the theory of root systems and how they
are classified in turn by Dynkin diagrams, and in this section we explain how semisimple
Lie algebras are classified by root systems.

We don’t assume that the ground field is algebraically closed, but we work only with
semisimple Lie algebras that are “split” over the field. The remaining sections of the chapter
(not yet written) will explain how to extend the theory to nonsplit Lie algebras.

This section (still) omits some proofs, for which the reader is referred to Bourbaki LIE.
When the ground field k is algebraically closed field, the material is very standard, and
proofs can be found in Serre 1966, Chap. VII.

Throughout this section, k is a field of characteristic zero, and all Lie algebras and all
representations of Lie algebras are finite-dimensional over k.

NOTES Should probably rewrite this for split reductive Lie algebras. The extension is trivial, but
useful when applying the theory to algebraic groups.

The program
Let g be a semisimple Lie algebra. A Cartan subalgebra h of g is maximal among those
consisting of semisimple elements. To say that an element h of h is semisimple means that
the endomorphism adgh of g becomes diagonalizable over an extension of k. The Cartan
algebra h is said to be splitting if these endomorphisms are diagonalizable over k itself, and
the semisimple algebra g is said to be split if it contains a splitting Cartan subalgebra.

Let h be a splitting Cartan subalgebra of g. Because h consists of semisimple elements,
it is commutative (5.29), and so the adgh, h2 h, form a commuting family of diagonalizable
endomorphisms of g. From linear algebra, we know that there exists a basis of simultaneous
eigenvectors. In other words, g is a direct sum of the subspaces

g˛ D fx 2 g j adg.h/x D ˛.h/x for all h 2 hg,

where ˛ runs over the elements of the linear dual h_ of h. The roots of .g;h/ are the
nonzero ˛ such that g˛ ¤ 0. Let R denote the set of roots of .g;h/. Then the Lie algebra g
decomposes into a direct sum

gD h˚
M

˛2R
g˛: (42)

Clearly the set R is finite, and (by definition) it doesn’t contain 0. We shall see (8.39) that
R is a reduced root system in h_.

For example, let g D slnC1. The subalgebra h of diagonal matrices in g is a Cartan
subalgebra (its elements are semisimple, and it is maximal among commutative subalgebras
because it equals its centralizer). The matrices

Ei;i �EiC1;iC1 .1� i � n/ (43)

form a basis for h, and together with the matrices

Eij .1� i;j � nC1; i ¤ j /;



78 CHAPTER I. LIE ALGEBRAS

they form a basis for g. Let f"1; : : : ; "nC1g be the standard basis for knC1, and let V be the
hyperplane in knC1 consisting of the vectors

P
ai"i with

P
ai D 0. The action

.
P
ai"i /.Ei i �EiC1;iC1/D ai �aiC1;

of
P
ai"i 2 V on h identifies V with the linear dual h_ of h. Now

gD h˚
M

˛2R
g˛

whereRD f"i �"j j i ¤ j g and g"i�"j D kEij . We have already seen (7.5) thatR is a root
system in V .

We shall see that the isomorphism classes of split simple Lie algebras over k are in one-
to-one correspondence with the indecomposable Dynkin diagrams (which don’t depend
on k!). Moreover, from the root system of a Lie algebra, we shall be able to read off
information about its Lie subalgebras and representations.

Cartan subalgebras
Although we shall mainly be concerned with Cartan subalgebras of semisimple Lie alge-
bras, it will be convenient to define them for general Lie algebras. Throughout, g is a Lie
algebra.

DEFINITION 8.1 A Cartan subalgebra of a Lie algebra is a nilpotent subalgebra equal to
its own normalizer.13

8.2 Recall that a proper subalgebra of a nilpotent algebra is never equal to its own normal-
izer (2.6). Therefore a Cartan subalgebra is a maximal nilpotent subalgebra; in particular,
the only Cartan subalgebra of a nilpotent Lie algebra is the algebra itself. Caution: not
all maximal nilpotent subalgebras are Cartan subalgebras (e.g., n2 � sl2 is not a Cartan
subalgebra).

8.3 The subalgebra h of diagonal matrices in gln is a Cartan subalgebra. It is certainly
nilpotent (even commutative). Let x D

P
aijEij . Then (see (7), p.13),

Œx;Ei i �D ai iEi i � .
P
j aijEij /,

and so x normalizes h if only if aij D 0 for all i ¤ j . Similarly, the diagonal matrices with
trace zero form a Cartan subalgebra of sln.

8.4 Consider Lie algebras g � g0 � h. If h is a Cartan subalgebra of g, then it is a Car-
tan subalgebra of g0 (obviously). For example, the diagonal matrices in bn form a Cartan
subalgebra of bn.

8.5 Let h be a Lie subalgebra of g, and let k0 be an extension field of k. Then h is a Cartan
subalgebra of g if and only if hk0 is a Cartan subalgebra of gk0 (apply 2.4 and (15), p.22).

13We follow Bourbaki LIE, VII, �2. The definition in Erdmann and Wildon 2006, 10.2, differs.
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Regular elements

The most convenient way of constructing Cartan subalgebras is as the centralizers (or, more
generally, the nilspaces) of certain “regular” elements of g. Here “regular” means “general”
in a particular sense. Consider, for example, g D glV where V is a vector space over an
algebraically closed field. The Cartan subalgebras of g are exactly those that become the
subalgebra of diagonal matrices after some choice of a basis for V . Such a subalgebra is
the centralizer of any element with matrix

x D diag.c1; : : : ; cn/; ci distinct;

relative to the same basis. Indeed (see (7), p.13),

ŒEij ;x�D
�
ci � cj

�
Eij ; 1� i;j � n;

and so Œ
P
aijEij ;x�D 0 if and only if aij D 0 for i ¤ j . Therefore the Cartan subalgebras

are exactly the centralizers of the semisimple elements of g having distinct eigenvalues.
Now consider a general Lie algebra g. We let Px.T / denote the characteristic polyno-

mial of the linear map adxWg! g:

Px.T /D det.T � ad.x/ j g/:

For x 2 g, we let n.x/ denote the multiplicity of 0 as an eigenvalue of adx acting on g
(equal to the multiplicity of T as a factor of Px.T /).

DEFINITION 8.6 The rank n of g is minfn.x/ j x 2 gg. An element x of g is regular if
n.x/D n.

For example, let g D glV and let x be a semisimple element of g. If .ci /1�i�n,
n D dimV , is the family of eigenvalues of x on V , then .ci � cj /1�i;j�n is the family
of eigenvalues of adx on g, and so

Px.T /D
Y

1�i;j�n

�
T � ci C cj

�
D T n.x/

Y
ci¤cj

�
T � ci C cj

�
with n.x/ D #f.i;j / j ci D cj g. It follows that the rank of glV is n, and an element x of
glV is regular if and only if is semisimple with distinct eigenvalue.

Let V be a vector space over k. A polynomial function on V is a map f WV ! k such
that, for one (hence every) choice of a basis for V , f .P / is a polynomial in the coordinates
of P . For example, for an endomorphism ˛ of V; let

P˛.T /D det.T �˛jV /D TmCam�1.˛/Tm�1C�� �Ca0.˛/; ai .˛/ 2 k:

Then
ai .˛/D .�1/

m�i Tr.
^m�i

˛/

is a polynomial function on End.V /. Similarly, for x 2 g,

Px.T /D T
m
Cam�1.x/T

m�1
C�� �Ca0.x/

where ai .x/ is a polynomial function on the vector space g. Now (8.6) can be rephrased as:

8.7 The rank of g is the smallest natural number n such that the polynomial function an is
not the zero function. An element x of g is regular if an.x/¤ 0.
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Cartan subalgebras exist

In this subsubsection, we prove that every Lie algebra g has a Cartan subalgebra.
Let ˛ be an endomorphism of a vector space V . For � 2 k, V� denotes the eigenspace

of � and V � the primary space of �. The primary space for �D 0,

V 0
def
D fv 2 V j ˛mv D 0 for some m� 1g,

is called the nilspace of ˛.
We apply this terminology to adgx, x 2 g. Thus

g�x D fy 2 g j .adx��/my D 0 for all sufficiently large mg

g0x D fy 2 g j .adx/my D 0 for all sufficiently large mg:

When x is semisimple, g�x D g�; in particular,

g0x D fy 2 g j Œx;y�D 0g D centralizer of x in g:

Note that the dimension of the nilspace of x is the multiplicity n.x/ of 0 as an eigenvalue
of x; when x is regular, it equals the rank of g.

LEMMA 8.8 Let x 2 g.

(a) If all the eigenvalues of adx lie in k, then gD
L
�2k g

�
x .

(b) Œg�x;g
�
x �� g

�C�
x for all �;� 2 k;

(c) g0x is a Lie subalgebra of g.

PROOF. (a) This is a statement in linear algebra (1.21).
(b) For �;� 2 k and y;z 2 g;

.adx����/mŒy;z�D
Xm

iD1
.mi / Œ.adx��/iy;.adx��/m�iz/�:

If y 2 g�x and z 2 g�x , then all the terms on the right hand side are zero for m sufficiently
large, and so Œy;z� 2 g�C�x .

(c) From (b), we see that Œg0x;g
0
x�� g0x . 2

We shall need to use some elementary results concerning the Zariski topology (see AG,
Chapter 2). For an ideal a in kŒX1; : : : ;Xn�, let

V.a/D f.c1; : : : ; cm/ 2 k
m
j f .c1; : : : ; cm/D 0 for all f 2 ag.

The Zariski topology on kn is that for which the closed sets are those of the form V.a/ for
some ideal a. The open sets are finite unions of sets of the form

D.f /D f.c1; : : : ; cm/ 2 k
m
j f .c1; : : : ; cm/¤ 0g.

If f is nonzero and k is infinite, the set D.f / is nonempty AG, Exercise 1-1.

THEOREM 8.9 The nilspace g0x of any regular element x of g is a Cartan subalgebra of g.
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PROOF. In proving that g0x is a Cartan subalgebra, we may assume that k is algebraically
closed (see 8.5). Let

U1 D fy 2 g
0
x j adgyjg0x is not nilpotent g

U2 D fy 2 g
0
x j adgyj

�
g=g0x

�
is invertibleg:

These are both Zariski-open subsets of g0x , and U2 is nonempty because it contains x.
According to Engel’s theorem (2.11), to show that g0x is nilpotent, it suffices to show that
U1 is empty. If U1 is nonempty, then there exists a y 2 U1 \U2 (both U1 and U2 are
nonempty Zariski-open subsets of an irreducible set). But for such a y, n.y/ < dimg0x D
n.x/, contradicting the regularity of x. Hence g0x is nilpotent.

It remains to show that, g0x equals its normalizer. If z normalizes g0x , then Œz;x� 2 g0x ,
i.e., .adx/mŒz;x�D 0 for some m� 1. But then .adx/mC1z D 0, and so z 2 g0x . 2

COROLLARY 8.10 Every Lie algebra contains a Cartan subalgebra.

PROOF. The set R of regular elements in g is a nonempty Zariski-open subset of g, namely,
it is the set where the polynomial function an is nonzero (nD rankg). Because k is infinite,
R is nonempty. 2

COROLLARY 8.11 Every Lie algebra is a sum of its Cartan subalgebras.

PROOF. The sum of the Cartan subalgebras of g is a k-subspace of g. Hence it is closed for
the Zariski topology, but it contains the Zariski-dense set of regular elements. 2

COROLLARY 8.12 Let a be a subalgebra a of g such that adga is semisimple for all a 2 a.
Then a is contained in a Cartan subalgebra of g.

PROOF. Let cD cg.a/ be the centralizer of a in g, and let h be a Cartan subalgebra of c. As
a is commutative (5.28), it lies in the centre of c, and so a� nc.h/D h. We shall show that
hD ng.h/; so h is a Cartan subalgebra of g containing a.

The elements adg.a/, a 2 a, form a commuting set of semisimple endomorphisms of
the k-vector space g, and so g is semisimple when regarded as a module over the k-algebra
generated by them. Therefore,

ng.h/D h˚d

for some subspace d of ng.h/ stable under a. Now

Œa;d�� Œh;d�� Œh;ng.h/�D h:

As Œa;d�� d and h\dD 0, this shows that Œa;d�D 0. In other words d� c, and so ng.h/� c.
Therefore, ng.h/D ng.h/\ cD nc.h/D h. 2

NOTES For a more constructive proof of the existence of Cartan subalgebras, see Casselman, Intro-
duction to Lie algebras, �11,
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Cartan subalgebras in semisimple Lie algebras

8.13 Let h be a Cartan subalgebra in a semisimple Lie algebra g, and assume that

gD h˚
M

˛2R
g˛; R � h_r0: (44)

This is true, for example, when k is algebraically closed. Let x 2 g˛ and y 2 gˇ . Because
the Cartan-Killing form � is invariant,

�.ad.h/x;y/C�.x;ad.h/y/D 0;

and so
.˛.h/Cˇ.h//�.x;y/D 0

for all h 2 h. Hence �.x;y/D 0 unless ˛Cˇ D 0. It follows that

gD h˚
M

R=˙
.g˛˚g�˛/ (45)

is a decomposition of g into mutually orthogonal subspaces for �. Because � is nondegener-
ate (4.13), its restriction to h, and to each of the .g˛˚g�˛/, is nondegenerate (and because
the restriction of � to g˛ is zero, g˛ and g�˛ are dual).

THEOREM 8.14 Let h be a Cartan subalgebra of a semisimple Lie algebra g.

(a) Every element of h is semisimple (and so h is commutative (5.29)).
(b) The centralizer of h in g is h.
(c) The restriction of the Cartan-Killing form of g to h is nondegenerate.

PROOF. It suffices prove this after k has been replaced by a larger field, and so we may
suppose that there exists a decomposition (44). Thus, we have already proved (c).

Because g has trivial centre, the adjoint representation realizes h as a Lie subalgebra
of glg. Now Lie’s theorem (3.7) shows that there exists a basis for g such that adh � bm.
Hence ad.Œh;h�/� nm, and so Trg.h; Œh;h�/D 0, i.e., �.h; Œh;h�/D 0. As � is nondegenerate
on h, we see that Œh;h�D 0 and h is commutative. Now h � cg.h/ � ng.h/. As hD ng.h/
(by definition), we see that (b) holds.

Let x 2 h, and let x D xsCxn be its Jordan decomposition in g (see 5.26). Because
adxs and adxn are polynomials in adx, they centralize h. Therefore, they lie in h. Because
adxn commutes with ady for y 2 h, the composite ad.y/ ı ad.xn/ is nilpotent, and so its
trace �.y;xn/D 0. As �jh is nondegenerate, this shows that xn D 0. 2

COROLLARY 8.15 The Cartan subalgebras of a semisimple Lie algebra are those that are
maximal among the subalgebras whose elements are semisimple.

PROOF. Let g be a semisimple Lie algebra. Let h be a Cartan subalgebra of g, and suppose
that h is contained in a Lie subalgebra h0. If the elements of h0 are semisimple, then h0 is
commutative (5.29), and so h0 � cg.h/D h.

Let a be a subalgebra of g whose elements are semisimple. Then a� h for some Cartan
subalgebra h of g (8.12). The elements of h are semisimple, and so, if a is maximal, then
aD h. 2

COROLLARY 8.16 The regular elements of a semisimple Lie algebra are semisimple.

PROOF. Every regular element is contained in a Cartan subgroup. 2
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Cartan subalgebras are conjugate (k algebraically closed)

Recall (6.21) that an automorphism of a Lie algebra g is said to be elementary if it is a
product of automorphisms of the form eadg.x/, adg.x/ nilpotent, and Aute.g/ is the group
of elementary automorphisms.

THEOREM 8.17 Any two Cartan subgroups of a Lie algebra over an algebraically closed
field are conjugate by an elementary automorphism.

After some preliminaries, we prove a more precise result (8.20). From now on, k is
algebraically closed.

LEMMA 8.18 Let f WV ! W be a regular map of nonsingular irreducible algebraic va-
rieties. Assume that for some P 2 V , the map .df /P WTgtP V ! Tgtf .P /W on tangent
spaces is surjective. Then the image under f of every nonempty open subset of V contains
a nonempty open subset of W .

PROOF. The hypotheses imply that f is dominant (e.g., AG 5.32). Now apply AG 10.2.
(In fact, we need this only in the case that V and W are affine spaces, i.e., of the form
Am for some m. In this case, there is a completely elementary proof, which I will include,
eventually. See Bourbaki LIE VII, Appendix I, p.45, or Casselman, Introduction to Lie
algebras, 12.2.) 2

Let g be a Lie algebra over k, and let h be a Cartan subalgebra of g. For ˛ 2 h_, let g˛

be the set of x 2 g such that, for every h 2 h,

.adg.h/�˛.h//nx D 0

for all sufficiently large n. Let R.g;h/ be the set of nonzero ˛ 2 h_ such that g˛ ¤ 0. We
assume that

gD g0˚
M

˛2R
g˛.

When g is semisimple, the elements adg.h/, h 2 h, form a commuting family of semsimple
endomorphisms (8.14), and so this is obvious from linear algebra; moreover,

g˛ D fx 2 g j adg.h/x D ˛.h/x, all h 2 hg.

For the general case, see Theorem 2.15.

LEMMA 8.19 The set hr of h 2 h such that g0
h
D h is open and dense in h (for the Zariski

topology).

PROOF. The condition that h 2 hr is that
Q
˛2R ˛.h/ ¤ 0, which is a polynomial condi-

tion. 2

As in (8.8), Œg˛;gˇ � � g˛Cˇ . Therefore for x 2 g˛, adg.x/ maps gˇ into g˛Cˇ and�
adg.x/

�r maps gˇ into gˇCr˛, which is zero for large r . Hence adg.x/ is nilpotent, and so
we can therefore form eadg.x/, which is an elementary automorphism of g. Let E.h/ denote
the subgroup of Aute.g/ generated by the automorphisms eadg.x/ where x 2 g˛ for some
˛ 2R.g;h/.
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LEMMA 8.20 Let h and h0 be Cartan subalgebras of g. There exist u2E.h/ and u0 2E.h0/
such that

u.h/D u0.h0/:

PROOF. Number the elements of R.g;h/ as ˛1; : : : ;˛n, and consider the map

f Wg˛1 � � � ��g˛n �h! g; .x1; : : : ;xn;h/ 7! eadx1 � � �eadxnh:

We calculate its differential at .0; : : : ;0;h0/. Note that

f .x1; : : : ;xn;hCh0/D
X Œx

m1

1 ; Œx
m2

2 ; : : : ;h� : : :�Q
mi Š

C

X Œx
m1

1 ; Œx
m2

2 ; : : : ;h0� : : :�Q
mi Š

(46)

where we have put Œxk;y�D ad.x/k.y/: The terms containing h are of degree m1C�� �C
mn. The terms of degree 1 in (46) are therefore h and Œxi ;h0], and so

.df /.0;:::;0;h0/
D hC

X
Œxi ;h0�.

Suppose that
Q
˛ ˛.h0/ ¤ 0; then the determinant of adh0 in

P
˛ g
˛ equals

Q
˛ ˛.h0/,

which is nonzero. Hence df at the point .0; : : : ;0;h0/ is an isomorphism g! g. Hence f
is a dominant map, and so E.h/ �hr contains a dense open subset of g. Similarly, E.h0/ �h0r
contains a dense open subset of g, and so their intersection is nonempty. This means that

u.h/D u0.h0/

for some u 2E.h/, h 2 hr , u0 2E.h0/, h0 2 h0r . Now

u.h/D u.g0h/D g0u.h/ D g0u0.h0/ D u
0.g0h0/D u

0.h0/:
2

COROLLARY 8.21 All Cartan subalgebras in a Lie algebra have the same dimension, namely,
the rank of g (k not necessarily algebraically closed).

PROOF. This is obvious from the theorem when k is algebraically closed. However, the
rank of g doesn’t change under extension of the base field (obviously), and Cartan subalge-
bras stay Cartan subalgebras (8.5). 2

ASIDE 8.22 It is not true that all Cartan subalgebras of g are conjugate when k is not algebraically
closed. The problem is that the set R of regular elements in g may fall into several different con-
nected components. We shall see below (8.56) that all splitting Cartan subalgebras of a semisimple
Lie algebra are conjugate.

ASIDE 8.23 In the standard proof of the Theorem 8.17 (e.g., Serre 1966), k is assumed to beC, and
two Cartan subalgebras are shown to be conjugate only by an element of the group of automorphisms
of g generated by elements of the form eadx , x 2 g (not necessarily nilpotent). The proof given here,
following Bourbaki LIE VII, �3, 2, is due to Chevalley.
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Split semisimple Lie algebras
DEFINITION 8.24 A Cartan subalgebra h of a semisimple Lie algebra g is said to be split-
ting if the eigenvalues of the linear maps ad.h/Wg! g lie in k for all h 2 h. A split semisim-
ple Lie algebra is a pair .g;h/ consisting of a semisimple Lie algebra g and a splitting Cartan
subalgebra h.

More loosely, we say that a semisimple Lie algebra g is split if it contains a splitting
Cartan subalgebra (Bourbaki LIE, VIII, �2, 1, Déf. 1, says splittable).

8.25 The Cartan subalgebra of sln consisting of the diagonal elements in sln is splitting.

8.26 When k is algebraically closed, every Cartan subalgebra of a semisimple Lie algebra
is splitting (obviously), and so every semisimple Lie algebra is split. On the other hand,
when k is not algebraically closed, there may exist nonsplit semisimple Lie algebras, and a
split semisimple Lie may have Cartan subalgebras that are not splitting. For example, when
regarded as a Lie algebra over R, sl2.C/ is semisimple but not split, and

˚�
0 �a
a 0

�
j a 2 R

	
is a Cartan subalgebra of sl2.R/ which is not splitting.

8.27 Any two split semisimple Lie algebras .g;h/ and .g;h0/ are isomorphic: more pre-
cisely, there exists an elementary automorphism e of g such that e.h/D h0 (see 8.56 below).

The roots of a split semisimple Lie algebra

Let .g;h/ be a split semisimple Lie algebra. For each h 2 h, the action of adg.h/ is semisim-
ple with eigenvalues in k, and so g has a basis of eigenvectors for adg.h/. Because h is com-
mutative (8.14), the adg.h/ form a commuting family of diagonalizable endomorphisms of
g, and so there exists a basis of simultaneous eigenvectors. In other words, g is a direct sum
of the subspaces

g˛
def
D fx 2 g j Œh;x�D ˛.h/x for all h 2 hg

with ˛ in the linear dual h_ of h. Note that g0 is the centralizer of h in g, which equals h
(8.14). The roots of .g;h/ are the nonzero ˛ such that g˛ ¤ 0. Write R D R.g;h/ for the
set of roots of .g;h/. Then the Lie algebra g decomposes into a direct sum14

gD h˚
M

˛2R
g˛:

Clearly the set R is finite, and (by definition) doesn’t contain 0. We shall see that R is a
reduced root system in h_, but first we look at the basic example of sl2.

Example: sl2
Just as the first step in understanding root systems is to understand those of rank 2, the first
step in understanding the structure of semisimple Lie algebras is to understand the structure
of sl2 and its representations. This is truly elementary and very standard, and so in this
version of the notes I’ll simply state the results. See, for example, Serre 1966, Chap. IV, for
the proofs.

14Some authors call this the Cartan decomposition of g, but this conflicts with the terminology for real Lie
algebras.
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8.28 Recall that sl2 is the Lie algebra of 2�2 matrices with trace 0. Let

x D

 
0 1

0 0

!
; hD

 
1 0

0 �1

!
; y D

 
0 0

1 0

!
:

Then
Œx;y�D h; Œh;x�D 2x; Œh;y�D�2y:

Therefore fx;h;yg is a basis of eigenvectors for adh with integer eigenvalues 2;0;�2, and

sl2 D g˛˚h˚g�˛

D kx˚kh˚ky

where hD kh (k-subspace spanned by h) and ˛ is the linear map h! k such that ˛.h/D 2.
The decomposition shows that h is equal to its centralizer, and so it is a splitting Cartan
subalgebra for g. Hence, sl2 is a split semisimple Lie group of rank one. LetRD f˛g � h_.
Then R is a root system in h_: it is finite, spans h_, and doesn’t contain 0; if we let ˛_

denote h regarded as an element of .h_/_, then h˛;˛_iD 2, the reflection x 7! x�hx;˛_i˛

maps R to R, and h˛;˛_i 2 Z. The root lattice QD Z˛ and the weight lattice P D Z˛
2

.

8.29 LetW1 be the vector space k�k with its natural action of sl2, and letWm be themth
symmetric power of W1 (more concretely, Wm consists of the homogeneous polynomials
of degree m in X and Y with x;h;y acting respectively as X @

@Y
, X @

@X
�Y @

@Y
;Y @

@X
).

(a) The sl2-module Wm has a basis e0; : : : ; em such that8̂<̂
:
hen D .m�2n/en

yen D .nC1/enC1

xen D .m�nC1/en�1

(with the convention e�1 D 0D emC1/. In particular, Wm has dimension mC1.
(b) The sl2-module Wm is simple, and every finite-dimensional simple sl2-module is

isomorphic to exactly one Wm.
(c) Every finite-dimensional dimensional sl2-module is isomorphic to a direct sum of

modules Wm.
(d) Let V be a finite-dimensional sl2-module. The endomorphism of V defined by h is

diagonalizable, with integers as its eigenvalues. Let V n be the eigenspace of n; for
any n 2 N, the linear maps ynWV n! V �n and xnWV �n! V n are isomorphisms.

8.30 Let V be an sl2-module, and let � 2 k. A nonzero element e 2 V is primitive of
weight � if he D �e and xe D 0. In other words, e is primitive if and only if the line ke is
stable under the Borel subgroup bD khCkx (if he D �e and xe D �e, then, on applying
the equality Œh;x�D 2x to e, we find that 2�e D 0, and so �D 0). Lie’s theorem 3.8 (or a
more elementary argument) shows that every representation of sl2 has a primitive element.
Let V be a finite-dimensional g-module generated by a primitive element e; then e has
weight m 2 N, and V has dimension mC1.
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The copy of sl2 attached to a root ˛ of g
Throughout this subsection, .g;h/ is a split semisimple Lie algebra. Recall that

gD h˚
M

˛2R
g˛

where R is the set of roots of .g;h/, i.e., R is the set of nonzero ˛ 2 h_ whose eigenspace

g˛ D fx 2 g j ad.h/.x/D ˛.h/x for all h 2 hg

is nonzero.

THEOREM 8.31 Let ˛ be a root of .g;h/.

(a) The subspaces g˛ and h˛
def
D Œg˛;g�˛� of g are both one-dimensional.

(b) There is a unique element h˛ 2 h˛ such that ˛.h˛/D 2.
(c) For each nonzero x˛ 2 g˛, there is a unique y˛ 2 g�˛ such that

Œx˛;y˛�D h˛; Œh˛;x˛�D 2x˛; Œh˛;y˛�D�2y˛:

Hence
s˛

def
D kx˛˚kh˛˚ky˛ D g�˛˚h˛˚g˛

is a copy of sl2 inside g.

An sl2-triple in a Lie algebra g is a triple .x;h;y/¤ .0;0;0/ of elements such that15

Œx;y�D h; Œh;x�D 2x; Œh;y�D�2y:

Given an sl2-triple, we usually regard sD kx˚kh˚ky as a “copy” of sl2 inside g. More
pedantically, one can say that there is a canonical one-to-one correspondence between sl2-
triples in g and injective homomorphisms sl2! g. The theorem says that, for each root ˛ of
g and choice of x 2 g˛, there is a unique sl2-triple .x;h;y/ such that ˛.h/D 2. Replacing
x with cx replaces .x;h;y/ with .cx;h;c�1y/.

ASIDE 8.32 (a) For each ˛ 2R, there exists a unique one-dimensional Lie subalgebra u˛ such that
Œh;a�D ˛.h/a for all h 2 h and a 2 u˛ .

(b) For each root ˛, let h˛ D Ker.˛/, and let g˛ be the centralizer of h˛ . Then g˛ is the Lie
subalgebra h˚u˛˚u�˛ of g (cf. my notes, Reductive Groups, I, Theorem 2.20).

ASIDE 8.33 Let x be an element of a semisimple Lie algebra g (not necessarily split). If x belongs
to an sl2-triple .x;h;y/, then x is nilpotent. Conversely, the Jacobson-Morozov theorem says that
every nonzero nilpotent element x in a semisimple Lie algebra lies in an sl2-triple .x;h;y/; more-
over, for any group G of automorphisms of g containing Aute.g/, the map .x;h;y/ 7! x defines a
bijection on the sets of G-orbits (Bourbaki LIE, VIII, �11, 2).

NOTES Morozov proved that every nilpotent element of a semisimple Lie algebra is contained in an
sl2-triple for the base field of the complex numbers (Doklady 1942). However, his proof contained
a gap, and Jacobson gave a complete proof over any base field of characteristic zero (PAMS 1951).
In fact, the proof is valid in characteristic p except for some small p (Klaus Pommerening, The
Morozov-Jacobson theorem on 3-dimensional simple Lie subalgebras, 1979/2012). However, the
uniqueness statement fails (cf. mo105781).

15Cf. Bourbaki LIE, �11, 1, where it is required that Œx;y� D �h. In other words, Bourbaki replaces
everyone else’s y with �y.
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Proof of Theorem 8.31.

Because .g;h/ is split, we can apply the results on the Cartan-Killing form � proved in
(8.13).

8.34 For ˛;ˇ 2R, Œg˛;gˇ �� g˛Cˇ ; in particular, h˛
def
D Œg˛;g�˛�� g0 D h.

Let x 2 g˛ and y 2 gˇ . Then, for h 2 h, we have

ad.h/Œx;y�D Œad.h/x;y�C Œx;ad.h/y�

D Œ˛.h/x;y�C Œx;ˇ.h/y�

D .˛.h/Cˇ.h//Œx;y�:

8.35 Let ˛ 2 R, and let h˛ be the unique element of h such that ˛.h/D �.h;h˛/ for all
h 2 h (which exists by 8.13). Then h˛ is the subspace of h spanned by h˛.

For h 2 h, x 2 g˛, and y 2 g�˛,

�.h; Œx;y�/D �.Œh;x�;y/D �.˛.h/ �x;y/D ˛.h/ ��.x;y/:

On comparing the following equalities

�.h; Œx;y�/D ˛.h/ ��.x;y/

�.h;h˛/D ˛.h/;

we see that
Œx;y�D �.x;y/h˛ (47)

for all x 2 g˛ and y 2 g�˛. As �.g˛;g�˛/¤ 0 (see 8.13), this shows that

h˛
def
D Œg˛;g�˛�D kh˛.

8.36 There is a unique h˛ 2 h such that ˛.h˛/D�2.

After (8.35), it suffices to show that the restriction of ˛ to h is nonzero. Suppose ˛jhD 0,
and choose x 2 g˛ and y 2 g�˛ such that h def

D Œx;y�¤ 0 (they exist by 8.35). Now(
Œh;x�D ˛.h/x D 0

Œh;y�D�˛.h/y D 0

and so
a

def
D kx˚ky˚kh

is a solvable subalgebra of g. As h 2 Œa;a�, the corollary (3.10a) of Lie’s theorem shows that
�.h/ is nilpotent for every representation � of a. But h is a semisimple element of g because
it lies in a Cartan subalgebra (see 8.14), and so adh is semisimple. This is a contradiction.

8.37 For every nonzero x˛ 2 g˛, there exists a y˛ 2 g�˛ such that .x˛;h˛;y˛/ is an sl2-
triple.
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Because x˛ ¤ 0, Œx˛;g�˛�
(47)
D �.x˛;g

�˛/h˛ D kh˛, and so there exists a y˛ 2 g�˛ such
that Œx˛;y˛�D h˛. Now

Œh˛;x˛�D ˛.h˛/x˛ D 2x˛; Œh˛;y˛�D�˛.h˛/y˛ D�2y˛;

and so .x˛;h˛;y˛/ is an sl2-triple.

8.38 dimg˛ D 1.

Because g˛ and g�˛ are dual (see 8.13), if dimg˛ > 1, then there exists a nonzero y 2 g�˛

such that �.x˛;y/D 0. According to (47), this implies that Œx˛;y�D 0. As

Œh˛;y�D�˛.h˛/y D�2y;

y is now a primitive element of weight �2 in g for the adjoint action of

s˛
def
D kx˛˚kh˛˚ky˛;

which contradicts (8.30) (the weight of a primitive element in a finite-dimensional repre-
sentation of sl2 is a nonnegative integer).

This completes the proof of the theorem.

The root system of a split semisimple Lie algebra
Throughout this subsection, .g;h/ is a split semisimple Lie algebra. As usual, we write

gD h˚
M

˛2R
g˛

with RDR.g;h/ the set of roots of .g;h/,

THEOREM 8.39 The set R is a reduced root system in the vector space h_.

More precisely, we prove:

(a) R is finite, spans h_, and doesn’t contain 0.
(b) For each ˛ 2 R, let h˛ be the unique element in Œg˛;g�˛� such that ˛.h˛/D 2 (see

8.31b), and let ˛_ denote h˛ regarded as an element of .h_/_; then h˛;˛_i D 2,
hR;˛_i 2 Z, and the reflection

s˛Wx 7! x�hx;˛_i˛

maps R into R.
(c) For no ˛ 2R does 2˛ 2R.

The system R is the called the root system of .g;h/.

Proof of (a).

It remains to show that R spans h_. Suppose that h 2 h lies in the kernel of all ˛ 2R. Then
Œh;g˛�D 0 for all ˛ 2 R, and as Œh;h�D 0, this shows that h lies in the centre of g, which
(by definition) is trivial. Therefore hD 0, and so R must span h_.
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Proof of (b).

We first prove the following statement:

Let ˛;ˇ 2R; then ˇ.h˛/ 2 Z and ˇ�ˇ.h˛/ �˛ 2R.

To prove this, we regard g as an s˛-module under the adjoint action, and we apply (8.29d).
Let z be a nonzero element of gˇ . Then Œh˛;z�Dˇ.h˛/z, and so n def

Dˇ.h˛/ is an eigenvalue
of h˛ acting on g; therefore n 2 Z. If n� 0. then yn˛ is an isomorphism from gˇ to gˇ�n˛,
and so ˇ�n˛ is also a root; if n� 0, the x�n˛ is an isomorphism from gˇ to gˇDn˛, and so
again ˇ�n˛ is a root.

We now prove (b). By definition, h˛;˛_i D ˛.h˛/ D 2. Moreover, hˇ;˛_i D ˇ.h˛/,
which we have just shown lies in Z if ˇ is a root. Finally, s˛.ˇ/D ˇ�ˇ.h˛/˛, which we
have just shown be a root if ˇ is .

Proof of (c).

Suppose that there exists an ˛ 2 R such that 2˛ 2 R. Then there exists a nonzero y such
that

Œh˛;y�D 2˛.h˛/y D 4y: (48)

Now h˛ D Œx˛;y˛�, and so
Œh˛;y�D Œx˛; Œy˛;y��:

But Œy˛;y� 2 g˛ D kx˛, and so Œx˛; Œy˛;y��D 0, contradicting (48).

Semisimple Lie algebras of rank 1
PROPOSITION 8.40 Let g be split semisimple Lie algebra of rank 1, and let x be an eigen-
vector for the (unique) root of g. Then .x;h;y/ is an sl2-triple for unique elements h;y of
g, and gD kx˚kh˚ky. In particular, g is isomorphic to sl2:

PROOF. The existence and uniqueness of the sl2-triple follows from Theorem 8.31. That
gD kx˚kh˚ky follows from Theorem 8.39. 2

Criteria for simplicity and semisimplicity
Theorem 8.31 has a partial converse.

PROPOSITION 8.41 Let g be a Lie algebra, and let h be a commutative Lie subalgebra. For
each ˛ 2 h_, let

g˛ D fx 2 g j hx D ˛.h/x all h 2 hg,

and let R be the set of nonzero ˛ 2 h_ such that g˛ ¤ 0. Suppose that:

(a) gD h˚
L
˛2R g˛;

(b) for each ˛ 2R, the space g˛ has dimension 1;
(c) for each nonzero h 2 h, there exists an ˛ 2R such that ˛.h/¤ 0; and
(d) if ˛ 2R, then �˛ 2R and ŒŒg˛;g�˛�;g˛�¤ 0.

Then g is semisimple and h is a splitting Cartan subalgebra of g.
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PROOF. Let a be a commutative ideal in g; we have to show that aD 0. As Œh;a� � a, (a)
gives us a decomposition

aD a\h˚
M

˛2R
a\g˛.

If a\ g˛ ¤ 0 for some ˛ 2 R, then a � g˛ (by (b)). As a is an ideal, this implies that
a� Œg˛;g�˛�, and as Œa;a�D 0, this implies that ŒŒg˛;g�˛�;g˛�D 0, contradicting (d).

Suppose that a\h¤ 0, and let h be a nonzero element of a\h. According to (c), there
exists an ˛ 2R such that ˛.h/¤ 0. Let x be a nonzero element of g˛. Then Œh;x�D ˛.h/x,
which is a nonzero element of g˛. As Œh;x� 2 a, this contradicts the last paragraph.

Condition (a) implies that the elements of h act semisimply on g and that their eigen-
values lie in k and that h is its own centralizer. Therefore h is a splitting Cartan subalgebra
of g. 2

PROPOSITION 8.42 Let .g;h/ be a split semisimple algebra. A decomposition gD g1˚g2
of semisimple Lie algebras defines a decomposition .g;h/D .g1;h1/˚ .g2;h2/, and hence
a decomposition of the root system of .g;h/.

PROOF. Let

gD h˚
M

˛2R
g˛

g1 D h1˚
M

˛2R1

g˛1

g2 D h2˚
M

˛2R2

g˛2

be the eigenspace decompositions of g, g1, and g2 respectively defined by the action of h.
Then hD h1˚h2 and RDR1tR2. 2

COROLLARY 8.43 If the root system of .g;h/ is indecomposable (equivalently, its Dynkin
diagram is connected), then g is simple.

ASIDE 8.44 The converses of (8.42) and (8.43) are also true: a decomposition of its root system
defines a decomposition of .g;h/, and if g is simple then the root system of .g;h/ is indecomposable
(8.48, 8.49 below).

The classical split simple Lie algebras
We compute the roots of each of the classical split Lie algebras, and use (8.41, 8.43) to
show that they are simple (we could also use 6.5).

We begin by computing the roots and root spaces of glnC1. For each classical Lie
algebra g, we work with a convenient form of the algebra in glnC1. We first compute the
weights of a Cartan subalgebra h on glnC1, and determine the weights that occur in g.

Example glnC1

We first look at ygD glnC1, even though this is not (quite) a semisimple algebra (its centre
is the subalgebra of scalar matrices). Let yh be the Lie subalgebra of diagonal elements in
yg. Let Eij be the matrix in yg with 1 in the .i;j /th position and zeros elsewhere. Then
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.Eij /1�i;j�nC1 is a basis for yg and .Ei i /1�i�nC1 is a basis for yh. Let ."i /1�i�nC1 be the
dual basis for yh_; thus

"i .diag.a1; : : : ;anC1//D ai :

An elementary calculation using (7), p.13, shows that, for h 2 yh,

Œh;Eij �D ."i .h/� "j .h//Eij : (49)

Thus,
ygD yh˚

M
˛2R
yg˛

where RD f"i � "j j i ¤ j; 1� i;j � nC1g and yg"i�"j D kEij .

Example (An): slnC1

Let gD sl.W / where W is a vector space of dimension nC1. Choose a basis .ei /1�i�nC1
for W , and use it to identify g with slnC1, and let h be the Lie subalgebra of diagonal
matrices in g. The matrices

Ei;i �EiC1;iC1 (1� i � n/

form a basis for h, and, together with the matrices

Eij (1� i;j � n, i ¤ j /;

they form a basis for g.
Let V be the hyperplane in yh_ consisting of the elements ˛ D

PnC1
iD1 ai"i such thatPnC1

iD1 ai D 0. The restriction map � 7! �jh defines an isomorphism of V onto h_, which
we use to identify the two spaces.16 Each of the basis vectors Eij , i ¤ j , is an eigenvector
for h, and h acts on kEij through the linear form "i � "j (see (49)). Therefore

gD h˚
M

˛2R
g˛

withRD f"i �"j j i ¤ j g � V and g"i�"j D kEij . We check the conditions of Proposition
8.41. We already know that (a) and (b) hold. For (c), let

hD diag.a1; : : : ;anC1/;
P
ai D 0;

be an element of h. If h¤ 0, then ai ¤ aj for some i;j , and so ."i �"j /.h/D ai �aj ¤ 0.
For (d), let ˛ D "i � "j . Then �˛, is also a root and

ŒŒg˛;g�˛�;g˛� 3 ŒŒEij ;Ej i �;kEij �

D ŒEi i �Ejj ;Eij �

D 2:

Therefore .g;h/ is a split semisimple Lie algebra.

16In more detail: yh is a vector space with basis E11; : : : ;EnC1;nC1, and h its the subspace f
P
aiEi i jP

ai D 0g. The dual of yh is a vector space with basis "1; : : : ; "nC1 where "i .Ej /D ıij , and the dual of h is the
quotient of .yh/_ by the line h"1C�� �C "ni. However, it is more convenient to identify the dual of h with the
orthogonal complement of this line, namely, with the hyperplane V in .yh/_.
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The family .˛i /1�i�n, ˛i D "i � "iC1, is a base for R. Relative to the inner product

.
P
ai"i ;

P
bi"i /D

X
aibi ;

we find that

n.˛i ;˛j /D 2
.˛i ;˛j /

.˛j ;˛j /
D .˛i ;˛j /D

8̂<̂
:

2 if j D i
�1 if j D i˙1
0 otherwise

and so

n.˛i ;˛j / �n.˛j ;˛i /D

(
1 if j D i˙1
0 if j ¤ i , i˙1:

Thus, the Dynkin diagram of .g;h/ is indecomposable of type An. Therefore g is simple.

Example (Bn): o2nC1

Consider the symmetric bilinear form � on k2nC1,

�.Ex; Ey/D 2x0y0Cx1ynC1CxnC1y1C�� �Cxny2nCx2nyn

The Lie algebra gD so2nC1 consists of the 2nC1�2nC1 matrices A of trace 0 such that

�.AEx; Ey/C�.Ex;A Ey/D 0;

i.e., such that

At

0B@1 0 0

0 0 I

0 I 0

1CAC
0B@1 0 0

0 0 I

0 I 0

1CAAD 0:
A direct calculation shows that g consists of the matrices0B@ 0 C t �B t

B M P

�C Q �M t

1CA ; P D�P t ; QD�Qt .

We obtain a basis for g by first finding a basis for the space of matrices in g with only B
nonzero, then with only C nonzero, and so on:

Bi DEi;0�E0;nCi ; 1� i � n;

Ci DE0;i �EnCi;0; 1� i � n;

Mi;j DEi;j �EnCj;nCi ; 1� i ¤ j � n;

Pi;j DEi;nCj �Ej;nCi ; 1� i < j � n

Qi;j DEnCj;i �EnCi;j ; 1� i < j � n.

Let h be the subalgebra of g of diagonal matrices,

hD diag.0;a1; : : : ;an;�a1; : : : ;�an/:
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The linear dual h_ has basis "1; : : : ; "n where "i .h/D ai .
A direct calculation using (49) shows that

Œh;Bi �D aiBi D "i .h/Bi :

Therefore, kBi is a root space for h with root "i . Similarly,

Œh;Mi;j �D .ai �aj /Mij D ."i .h/� "j .h//Mij ;

and so hMij i is a root space for h with root "i � "j , unless i D j , in which case it lies in h.
Continuing in this fashion, we find that

gD h˚
M

˛2R
g˛

with roots and eigenvectors:

"i �"i "i � "j .i ¤ j / "i C "j .i < j / �"i � "j .i < j /

Bi Ci Mij Pij Qj i :

The conditions of Proposition 8.41 can be checked, and so .g;h/ is a split semisimple Lie
algebra.

The family
f"1� "2; : : : ; "n�1� "n; "ng

is a base for the root system, and the Dynkin diagram corresponding to this base is inde-
composable of type Bn. Therefore son is a simple Lie algebra of type Bn.

Example (Cn): sp2n
Consider the skew symmetric bilinear form k2n�k2n! k,

�.Ex; Ey/D x1ynC1�xnC1y1C�� �Cxny2n�x2nyn:

Then gD spn consists of the 2n�2n matrices A such that

�.AEx; Ey/C�.Ex;A Ey/D 0;

i.e., such that

At

 
0 I

�I 0

!
C

 
0 I

�I 0

!
AD 0:

A direct calculation shows that g consists of the matrices 
M P

Q �M t

!
; P D P t ; QDQt :

The following matrices form a basis for g:

Mi;j DEi;j �EnCj;nCi ; 1� i ¤ j � n;

Pi;j DEi;nCj �Ej;nCi ; 1� i � j � n;

Qj;i DEnCj;i CEnCi;j ; 1� i � j � n:
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Let h be the subalgebra of g of diagonal matrices

hD diag.a1; : : : ;an;�a1; : : : ;�an/:

The linear dual h_ has basis "1; : : : ; "n where "i .h/D ai .
A direct calculation using (49) shows that each of the basis vectors listed above is an

eigenvector for h, and
gD h˚

M
˛2R

g˛

with roots and eigenvectors

"i � "j .i ¤ j / "i C "j .i < j / �"i � "j 2"i �2"i

Mi;j Pi;j Qj;i Pi;i Qi;i .

The conditions of Proposition 8.41 can be checked, and so .g;h/ is a split semisimple Lie
algebra.

The family
f"1� "2; : : : ; "n�1� "n;2"ng

is a base for the root system, and the Dynkin diagram corresponding to this base is inde-
composable of type Cn. Therefore spn is a simple Lie algebra of type Cn.

Example (Dn): o2n

Consider the symmetric bilinear form k2n�k2n! k,

�.Ex; Ey/D x1ynC1CxnC1y1C�� �Cxny2nCx2ny2n:

The Lie algebra gD son consists of the n�n matrices A of trace 0 such that

�.AEx; Ey/C�.Ex;A Ey/D 0;

i.e., such that

At

 
0 I

I 0

!
C

 
0 I

I 0

!
AD 0:

A direct calculation using (49) show that g consists of the matrices 
M P

Q �M t

!
; P D�P t ; QD�Qt :

The following matrices form a basis for g:

Mi;j DEi;j �EnCj;nCi ; 1� i ¤ j � n;

Pi;j DEi;nCj �Ej;nCi ; 1� i � j � n;

Qj;i DEnCj;i CEnCi;j ; 1� i � j � n:

Let h be the subalgebra of g of diagonal matrices

hD diag.a1; : : : ;an;�a1; : : : ;�an/:

The linear dual h_ has basis "1; : : : ; "n where "i .h/D ai .
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A direct calculation using (49) shows that each of the basis vectors listed above is an
eigenvector for h, and that

gD h˚
M

˛2R
g˛

with roots ˛ and eigenvectors

"i � "j .i ¤ j / "i C "j .i < j / �"i � "j

Mi;j Pi;j Qj;i

This conditions of Proposition 8.41 can be checked, and so .g;h/ is a split semisimple Lie
algebra.

The family
f"1� "2; : : : ; "n�1� "n; "n�1C "ng

is a base for the root system, and the Dynkin diagram corresponding to this base is inde-
composable of type Dn. Therefore spn is a simple Lie algebra of type Cn.

See Erdmann and Wildon 2006, Chapter 12, for a more elementary description of the
classical split simple Lie algebras, and Bourbaki LIE, VIII, �13, for a more exhaustive
description.

Subalgebras of split semisimple Lie algebras
In this subsection, .g;h/ is a split semisimple Lie algebra. By a Lie subalgebra of .g;h/ we
mean a subalgebra a of g normalized by h, i.e., such that Œh;a�� a. In other words, the Lie
subalgebras of .g;h/ are the Lie subalgebras of g stable under ad.h/.

For a subset P of R, let

hP D
X
˛2P

h˛; h˛ D kH˛;

gP D
X
˛2P

g˛:

DEFINITION 8.45 A subset P of R is said to be closed17 if

˛;ˇ 2 P; ˛Cˇ 2R H) ˛Cˇ 2 P:

As Œg˛;gˇ �� g˛Cˇ (see 8.34), we see that if hP CgP is a Lie subalgebra of g, then P
must be closed.

PROPOSITION 8.46 The subalgebras of .g;h/ are exactly subspaces aD h0CgP where h0

is a vector subspace of h and P is a closed subset of R. Moreover,

(a) a is reductive (resp. semisimple) if and only ifP D�P (resp. P D�P and h0D hP );
(b) a is solvable if and only if

P \ .�P /D ;: (50)

PROOF. Easy. See Bourbaki LIE, VIII, �3, 1, Pptn 1, Pptn 2. 2

17This is Bourbaki’s terminology, LIE VI, �1, 7.
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EXAMPLE 8.47 For any root ˛, P D f˛;�˛g is a closed subset of R, and Œg˛;g�˛�CgP

is the Lie subalgebra s˛ of (8.31).

PROPOSITION 8.48 The root system R is indecomposable if and only if g is simple.

PROOF. Suppose g D a� b where a and b are nonzero ideals in g. Then a and b are
semisimple, and so aD hP CgP and bD hQCgQ for some P and Q. Then hP and hQ
are orthogonal complements for the Killing form on h, and so R D P tQ with each root
in P orthogonal to each root in Q. Therefore, R is decomposable. 2

COROLLARY 8.49 Let R1; : : : ;Rm be the indecomposable components of R. Then hR1
C

gR1 ; : : : ;hRm
CgRm are the minimal ideals of g.

PROOF. Each hRi
CgRi is an ideal, and the proposition shows that it is minimal. 2

PROPOSITION 8.50 Let bD hCgP be a Lie subalgebra of g containing h. The following
conditions are equivalent: (a) b is maximal solvable subalgebra of g; (b) there exists a base
S for R such that P DRC; (c) P \ .�P /D ; and P [ .�P /DR.

PROOF. (a))(b). If hC gP is solvable, then P \ .�P / D ; by (8.46b). Every closed
subset P of R disjoint from �P is contained in RC for some base S (ibid., VI, �1, 7, Pptn
22). Now hC gP is contained in the solvable subalgebra hC gRC , and so must equal it.
Hence P DRC.

(b))(c). Obvious.
(c))(a). The condition P \ .�P /D ; implies that hC gP is solvable. Any solvable

subalgebra of g containing hCgP is of the form hCgQ with Q � P and Q\ .�Q/D ;.
Now the condition P \ .�P /DR implies that QD P , and so hCgQ D hCgP . 2

For base S of R, the set RC of positive roots is a maximal closed subset of R satisfying
(50), and every maximal such set arises in this way from a base (Bourbaki LIE, VI, �1,
7, Pptn 22). Therefore, the maximal solvable subalgebras of g containing h are exactly
subalgebras of the form

b.S/
def
D h˚

M
˛>0

g˛, S a base of R:

The subalgebra b.S/ determines RC, and hence the base S (as the set of indecomposable
elements of RC).

DEFINITION 8.51 A Borel subalgebra of a split semisimple Lie algebra .g;h/ is a maximal
solvable subalgebra of g containing h. More generally, a Borel subalgebra of a semisimple
Lie algebra g is any Lie subalgebra of g that is a Borel subalgebra of .g;h/ for some splitting
Cartan subalgebra h of g.

EXAMPLE 8.52 Let gD slnC1 and let h be the subalgebra of diagonal matrices in g. For
the base S D .˛i /1�i�n, ˛i D "i � "iC1, as in �8, the positive roots are those of the form
"i � "j with i < j , and the Borel subalgebra b.S/ consists of upper triangular matrices of
trace 0. More generally, let gD sl.W / with W a vector space of dimension nC1. For any
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maximal flag ı in W , the set bı of elements of g leaving stable all the elements of ı is a
Borel subalgebra of g, and the map ı 7! bı is a bijection from the set of maximal flags onto
the set of Borel subgroups of g (Bourbaki LIE, VIII, �13).

NOTES This section needs to be completely rewritten.

All splitting Cartan subalgebras are conjugate
For the present, we just list the main steps. Throughout, .g;h/ is a split semisimple Lie
algebra.

8.53 Every element of the Weyl group of .g;h/ acts on h as the restriction to h of an
elementary automorphism of g (Bourbaki LIE VIII, �2, 2).

8.54 Let .b1;h1/ and .b2;h2/ be two pairs consisting of a Borel subgroup of g and a split-
ting Cartan subgroup in the Borel subgroup. Then there exists a splitting Cartan subalgebra
contained in b1\b2 (Bourbaki LIE VIII, �3, 3).

8.55 Let b be a Borel subgroup of g. Every Cartan subalgebra of b is a splitting Cartan
subalgebra of g. For any Cartan subalgebras h1, h2 of b, there exists an x 2 Œb;b� such that
eadgxh1 D h2 (Bourbaki LIE VIII, �3, 3).

THEOREM 8.56 The group of elementary automorphisms of g acts transitively on the set
of pairs .b;h/ consisting of a splitting Cartan subalgebra h of g and a Borel subgroup of
.g;h/.

PROOF. Let .b1;h1/ and .b2;h2/ be two such pairs. According to (8.54), there exists a
splitting Cartan algebra h contained in b1\ b2. According to (8.55), there exist x1;x2 2
Œb;b� such that eadgx1h1 D h D eadgx2h2. Therefore, we may suppose that h1 D h2. The
Borel subalgebras b1 and b2 correspond to bases S1 and S2 respectively of the root system
R of .g;h/. There exists an s in the Weyl group of R that transforms S1 into S2 (see
7.11 et seq.), and there exists an elementary automorphism a of g such that ajhD s. Now
a.b1;h/D .b2;h/. 2

Chevalley bases; existence of split semisimple Lie algebras
Let .g;h/ be a split semisimple Lie algebra. Let ˛1; : : : ;˛n be a base for the root system R

of .g;h/, let hi 2 h be the coroot of ˛i , and let

n.i;j /
def
D ˛j .hi /

be the entries of Cartan matrix of R. For each i , choose a nonzero xi 2 g˛i . Then (see
8.31), there is a unique yi 2 g such that .xi ;hi ;yi / is an sl2-triple.
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THEOREM 8.57 The elements xi , yi , hi satisfy the following relations

Œhi ;hj �D 0

Œxi ;yi �D hi ; Œxi ;yj �D 0 if i ¤ j

Œhi ;xj �D n.i;j /xj ; Œhi ;xj �D�n.i;j /yj

ad.xi /�n.i;j /C1.xj /D 0 if i ¤ j

ad.yi /�n.i;j /C1.yj /D 0 if i ¤ j .

PROOF. Serre 1966, VI, Theorem 6. 2

For each root ˛ of .g;h/, choose a nonzero x˛ 2R. Then

Œx˛;xˇ �D

(
N˛;ˇx˛Cˇ if ˛Cˇ 2R
0 if ˛Cˇ …R, ˛Cˇ ¤ 0

for some nonzero N˛;ˇ 2 k. For h;h0 2 h, we have that Œh;h0�D 0 and Œh;x˛�D ˛.h/x˛,
and so the N˛;ˇ , together with R, determine the multiplication table of g.

THEOREM 8.58 It is possible to choose that x˛ so that

Œx˛;x�˛�D h˛ for all ˛ 2R

N˛;ˇ D�N�˛;�ˇ for all ˛;ˇ, ˛Cˇ 2R:

With this choice
N˛;ˇ D˙.rC1/

where r is the greatest integer such that ˇ� r˛ 2R.

PROOF. Bourbaki LIE, VIII, �2, 4. 2

Let .g;h/ be a split semisimple Lie algebra over C, and let g.Q/ (resp. h.Q/) be
the Q-subspace of g generated by h˛ and the x˛ (resp. the h˛) in Theorem 8.58. Then
.g.Q/;h.Q// is a split semisimple Lie algebra overQ. For every field k, .g.Q/;h.Q//˝Q k
is a split semisimple Lie algebra over k with root system R. This reduces the problem of
constructing a split semisimple Lie algebra over k with given root system R to the case of
k D C. For this, we have the following converse to Theorem 8.57.

THEOREM 8.59 Let g be the Lie algebra over C with 3n generators xi , yi , hi (1 � i � n)
and defining relations

Œhi ;hj �D 0

Œxi ;yi �D hi ; Œxi ;yj �D 0 if i ¤ j

Œhi ;xj �D n.i;j /xj ; Œhi ;xj �D�n.i;j /yj

ad.xi /�n.i;j /C1.xj /D 0 if i ¤ j

ad.yi /�n.i;j /C1.yj /D 0 if i ¤ j ,

and let h be the subalgebra of g generated by the elements hi . Then .g;h/ is a split semisim-
ple Lie with root system R.

PROOF. Serre 1966, VI, Appendix, Bourbaki LIE, VIII, �4, 3, Thm 1. 2



100 CHAPTER I. LIE ALGEBRAS

Classification of split semisimple Lie algebras
THEOREM 8.60 Every root system over k arises from a split semisimple Lie algebra over
k.

For an indecomposable root system of type An, Bn, Cn; orDn this follows from examining
the standard examples (see p.92 et seq.). In the general case, we can appeal to the theorems
of the last section.

NOTES It is would perhaps be good to include a uniform proof, but it would be better to give a
(beautiful) explicit description of the exceptional Lie algebras (see mo99736).

THEOREM 8.61 The root system of a split semisimple Lie algebra determines it up to
isomorphism.

In more detail, let .g;h/ and .g0;h0/ be split semisimple Lie algebras, and let S and S 0 be
bases for their corresponding root systems. For each ˛ 2 S , choose a nonzero x˛ 2 g˛,
and similarly for g0. For any bijection ˛ 7! ˛0WS ! S 0 such that h˛;ˇ_i D h˛0;ˇ0_i for all
˛;ˇ 2 S , there exists a unique isomorphism g! g0 such that x˛ 7! x˛0 and h˛ 7! h˛0 for
all ˛ 2 R; in particular, h maps into h0 (Bourbaki LIE, VIII, �4, 4, Thm 2; Serre 1966, VI,
Theorem 80).

Automorphisms of split semisimple Lie algebras
Let .g;h/ be a split semisimple Lie group, let RD R.g;h/ be its root system, and let B be
a base for R.

Recall that Aut0.g/ is the subgroup of Aut.g/ consisting of the automorphisms that
become elementary over some algebraically closed field containing k. When we regard
Aut.g/ as an algebraic group, Aut0.g/ is its identity component, and

Aut.g/' Aut0.g/oAut.R;B/

where Aut.R;B/ consists of the automorphisms ofR leavingB stable; moreover, Aut.R;B/
is canonically isomorphic to the group of automorphisms of the Dynkin diagram of .g;h/.
See Bourbaki LIE VIII, �5.

9 Representations of split semisimple Lie algebras
Throughout this subsection, .g;h/ is a split semisimple Lie algebra with root system R �

h_, and b is the Borel subalgebra of .g;h/ attached to a base S for R. According to Weyl’s
theorem (5.20) every g-module is a direct sum of its simple submodules, and so to classify
all g-modules it suffices to classify the simple g-modules.

Proofs of the next three theorems can be found in Bourbaki LIE, VIII, �7 (and else-
where).

THEOREM 9.1 Let V be a simple g-module.

(a) There exists a unique one-dimensional subspace L of V stabilized by b.
(b) The L in (a) is a weight space for h, i.e., LD V$V

for some $V 2 h_.
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(c) The $V in (b) is dominant, i.e., $V 2 PCC;
(d) If $ is also a weight for h in V , then $ D$V �

P
˛2Sm˛˛ with m˛ 2 N.

Lie’s theorem (3.7) shows that there does exist a one-dimensional eigenspace for b — the
content of (a) is that when V is a simple g-module, the space is unique. Since L is mapped
into itself by b, it is also mapped into itself by h, and so lies in a weight space. The content
of (b) is that it is the whole weight space.

Because of (d), $V is called the highest weight of the simple g-module V .

THEOREM 9.2 Every dominant weight occurs as the highest weight of a simple g-module.

THEOREM 9.3 Two simple g-modules are isomorphic if and only if their highest weights
are equal.

Thus V 7!$V defines a bijection from the set of isomorphism classes of simple g-modules
onto the set of dominant weights PCC.

COROLLARY 9.4 If V is a simple g-module, then End.V;r/' k.

Let V D V$ with $ dominant. Every isomorphism V$ ! V$ maps the highest weight
line L into itself, and is determined by its restriction to L because L generates V$ as a
g-module.

EXAMPLE 9.5 Let gD slW , and choose a basis .ei /1�i�nC1 forW as on p.92. Recall that

S D f˛1; : : : ;˛ng; ˛i D "i � "iC1; "i .diag.a1; : : : ;an//D ai

is a base for the root system of .g;h/; moreover h˛i
DEi;i �EiC1;iC1. Let

$ 0i D "1C�� �C "i :

Then
$i .h˛j

/D ıij ; 1� i;j � n;

and so $ 0i jh is the fundamental weight corresponding to ˛i . This is represented by the
element

$i D "1C�� �C "i �
i

nC1
."1C�� �C "nC1/

of V . Thus the fundamental weights corresponding to the base S are $1; : : : ;$n. We have

Q.R/D fm1"1C�� �CmnC1"nC1 jmi 2 Z; m1C�� �CmnC1 D 0g

P.R/DQ.R/CZ �$1
P.R/=Q.R/' Z=.nC1/Z:

The action of g on W defines an action of g on
Vr

W . The elements

e11
^� � �^ eir ; i1 < � � �< ir ,

form a basis for
Vr

W , and h 2 h acts by

h � .e11
^� � �^ eir /D ."i1.h/C�� �C "ir .h//.e11

^� � �^ eir / .



102 CHAPTER I. LIE ALGEBRAS

Therefore the weights of h in
Vr

W are the elements

"i1C�� �C "ir ; i1 < � � �< ir ;

and each has multiplicity 1. As the Weyl group acts transitively on the weights,
Vr

W is a
simple g-module, and its highest weight is $r .

9.6 The category Rep.g/ is a semisimple k-linear tensor category to which we can apply
tannakian theory. Statements (9.2, 9.3) allow us to identify the set of isomorphism classes
of Rep.g/ with PCC. Let M.PCC/ be the free commutative group with generators the
elements of PCC and relations

$ D$1C$2 if V$ � V$1
˝V$2

:

Then PCC!M.PCC/ is surjective, and two elements $ and $ 0 of PCC have the same
image inM.PCC/ if and only if there exist$1; : : : ;$m 2PCC such thatW$ andW$ 0 are
subrepresentations of W$1

˝�� �˝W$m
. Later we shall prove that this condition is equiv-

alent to $ �$ 0 2Q, and so M.PCC/' P=Q. In other words, Rep.g/ has a gradation by
PCC=Q\PCC ' P=Q but not by any larger quotient.

For example, let gD sl2, so thatQD Z˛ and P D Z˛
2

. For n 2N, let V.n/ be a simple
representation of g with highest weight n

2
˛. From the Clebsch-Gordon formula (Bourbaki

LIE, VIII, �9), namely,

V.m/˝V.n/� V.mCn/˚V.mCn�2/˚�� �˚V.m�n/; n�m;

we see that Rep.g/ has a natural P=Q-gradation (but not a gradation by any larger quotient
of P ).

ASIDE 9.7 The above theorems are important, but are far from being the whole story. For example,
we need an explicit construction of the simple representation with a given highest weight, and we
need to know its properties, e.g., its character. Moreover, in order to determine Rep.g/ as a tensor
category, it is is necessary to describe how the tensor product of two simple g-modules decomposes
as a direct sum of g-modules.

ASIDE 9.8 Is it possible to prove that the kernel of PCC!M.PCC/ isQ\PCC by using only the
formulas for the characters and multiplicities of the tensor products of simple representations (cf.
Humphreys 1972, �24, especially Exercise 12)?

NOTES At present, this section is only a summary.

10 Real Lie algebras
This section will describe semisimple Lie algebras over R (not necessarily split) and their
representations in terms of “enhanced” Dynkin diagrams. The tannakian formalism will
then allow us to read off a description of semisimple algebraic groups over R and their
representations (in Chapter II).
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11 Classical Lie algebras
The classical simple Lie algebras over an algebraically closed field are exactly those at-
tached to simple (associative) algebras equipped with an involution. Since the descent the-
ory for the two objects is the same so far as the inner forms are concerned, the correspon-
dence between classical simple Lie algebras and central simple algebras with involution ex-
tends to every base field of characteristic zero. We shall explain this, and in Chapter II the
tannakian formalism will allow us to read off a description of all classical simple algebraic
groups over fields of characteristic zero in terms of central simple algebras with involution.
Since class field theory classifies the central simple algebras with involution over p-adic
fields and number fields, this will give us a description of the classical semisimple algebraic
groups over such fields.





CHAPTER II
Algebraic Groups

In this chapter we show that most of the theory of algebraic groups in characteristic zero is
visible already in the theory of Lie algebras. More precisely, let k be a field of characteristic
zero. The functor G Lie.G/ from connected algebraic groups to Lie algebras is faithful,
but it is far from being surjective on objects or morphisms. However, for a connected
algebraic group G and its Lie algebra g, the functor Rep.G/! Rep.g/ is fully faithful,1

and so G can be recovered from g as the Tannaka dual of a tensor subcategory of Rep.g/.
In this way, the study of algebraic groups in characteristic zero comes down to the study of
certain tensor subcategories of the categories of representations of Lie algebras.

Since every connected algebraic group has a filtration whose quotients are (a) a semisim-
ple group, (b) a torus, or (c) a unipotent group it is natural to look first at each of these cases.

(a) When g is semisimple, the representations of g form a tannakian category Rep.g/
whose associated affine group G is the simply connected semisimple algebraic group G
with Lie algebra g. In other words,

Rep.G/D Rep.g/

with G a simply connected semisimple algebraic group having Lie algebra g. It is possible
to compute the centre of G from Rep.g/, and to identify the subcategory of Rep.g/ corre-
sponding to each quotient of G by a finite subgroup. This makes it possible to read off the
entire theory of semisimple algebraic groups and their representations from the (apparently
simpler) theory of semisimple Lie algebras.

(b) Let g be a commutative Lie algebra. Then Rep.g/ has a tensor subcategory of
semisimple representations and a tensor subcategory on which the elements of g act as
nilpotent endomorphisms. This reflects the fact that g can be realized as the Lie algebra of a
torus or as the Lie algebra of a product of copies of Ga. Realizing g as the Lie algebra of a
split torusG amounts to choosing a lattice in g. Then Rep.G/ is the category of semisimple
representations of g whose characters are integral on the lattice.

(c) Let g be a nilpotent Lie algebra, and consider the category Repnil.g/ of representa-
tions of g such that the elements of g act as nilpotent endomorphisms. Then Repnil.g/ is
a tannakian category whose associated affine group G is unipotent with Lie algebra g. In
other words,

Rep.G/D Repnil.g/

1Here we are using that k has characteristic zero. In characteristic p ¤ 0, it is necessary to replace the Lie
algebra with the algebra of distributions of G (see Jantzen 1987, I, �7). In characteristic zero, the algebra of
distributions is just the universal enveloping algebra of g.

105
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with G a unipotent algebraic group having Lie algebra g. In this way, we get an equiva-
lence between the category of nilpotent Lie algebras and the category of unipotent algebraic
groups.

(d) It is possible to combine (a) and (b). Let .G;T / be a split reductive group. The
action of T on the Lie algebra g of G induces a decomposition

gD h˚
M

˛2R
g˛; hD Lie.T /;

of g into eigenspaces g˛ indexed by certain characters ˛ of T , called the roots. A root ˛
determines a copy s˛ of sl2 in g (I, 8.31). From the composite of the exact tensor functors

Rep.G/! Rep.g/! Rep.s˛/' Rep.S˛/;

we obtain a homomorphism from a copy S˛ of SL2 into G. Regard ˛ as a root of S˛; then
its coroot ˛_ can be regarded as an element of X�.T /. The system .X�.T /;R;˛ 7! ˛_/

is a root datum. From this, and the Borel fixed point theorem, the entire theory of split
reductive groups over fields of characteristic zero follows easily.

(e) It is possible to combine (a) and (c). For a Lie algebra g with largest nilpotent
ideal n, we consider the category Repnil.g/ of representations such that the elements of n
act as nilpotent endomorphisms. Ado’s theorem (I, 6.27) assures us that g has a faithful
such representation. When k is algebraically closed, we get a one-to-one correspondence
between the isomorphism classes of algebraic Lie algebras and the isomorphism classes of
connected algebraic groups with unipotent centre.

In the current version of the notes, only the semisimple case is treated in detail.
Throughout this chapter, k is a field of characteristic zero.

NOTES The key thing we use in passing from Lie algebras to Lie groups is that the functor Rep.G/!
Rep.g/ is fully faithful. This certainly fails in characteristic p, but only for “small” p. Should in-
vestigate this, and at least include statements about what is true in characteristic p. Unfortunately,
some of the theory of Lie algebras also fails for small p. Some of these questions are investigated
in the articles of McNinch and Testerman.

1 Algebraic groups
In this section, we review the basic theory of algebraic groups over fields of characteristic
zero — see AGS for more details. Eventually, the section will be expanded to make the
notes independent of AGS except for a few proofs. See also Chapter 17 of AG.

Basic theory
Let Algk denote the category of commutative (associative) k-algebras.

1.1 Let Algk denote the category of k-algebras. A k-algebra A defines a functor

hAWAlgk! Set, R Hom.A;R/,

and any functor isomorphic to hA for some A is said to be representable. According to the
Yoneda lemma,

Nat.hA;hB/' Hom.B;A/,

and so the category of representable functors Algk ! Set is locally small, i.e., the mor-
phisms between any two objects form a set.
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1.2 An affine group over k is a group object .G;m/ in the category of representable
functors Algk ! Set. Thus G is a representable functor GWAlgk ! Set and m is a natu-
ral transformation mWG �G ! G such that there exist natural transformations eW� ! G

and invWG ! G making certain diagrams commute. This condition means that, for all
k-algebras R,

m.R/WG.R/�G.R/!G.R/ (51)

is a group structure on G.R/. To give an affine group G over k amounts to giving a functor
GWAlgk ! Grp such that the underlying set-valued functor is representable. When G is
represented by a finitely generated k-algebra, it is called an affine algebraic group.

From now on “algebraic group” will mean “affine algebraic group”.

1.3 Let .G;m/ be an affine group. To say that G is representable means that there exists a
k-algebra A together with an element a 2G.A/ such that, for all k-algebras R, the map

f 7!G.f /.a/WHom.A;R/!G.R/

is a bijection. In other words, for every b 2G.R/ there is a unique homomorphism f WA!

R such that G.f / sends a to b. The pair .A;a/ is uniquely determined up to a unique iso-
morphism by G. Any such A is called the coordinate ring of G, and is denoted O.G/, and
a 2 G.A/ is called the universal element. The natural transformation m then corresponds
to a comultiplication map

�WO.G/!O.G/˝O.G/.
The existence of e and inv then means that .O.G/;�/ is a Hopf algebra (AGS, II). Note
that

G.R/' Homk-algebra.O.G/;R/; all k-algebras R:

To give an algebraic group over k amounts to giving a finitely generated k-algebra A to-
gether with a comultiplication homomorphism �WA! A˝A such that, for all k-algebras
R, the map

Hom.A;R/�Hom.A;R/' Hom.A˝A;R/
f1;f2 7!.f1;f2/ı�
�������������! Hom.A;R/

is a group structure on Hom.A;R/. Here .f1;f2/ denotes the homomorphism

a1˝a2 7! f .a1/f .a2/WA1˝A2!R:

1.4 A homomorphism of algebraic groups is a natural transformation of functors uWG!
G0 such that mG0 ı .u�u/D u ımG . Such a homomorphism uWH ! G is said to be in-
jective if u\WO.G/!O.H/ is surjective and it is said to be surjective (or a quotient map)
if u\WO.G/!O.H/ is injective. The second definition is only sensible because injective
homomorphisms of Hopf algebras are automatically faithfully flat (AGS, VI, 11.1). An em-
bedding is an injective homomorphism, and a quotient map is a surjective homomorphism.

By a “subgroup” of an algebraic group we mean an “affine algebraic subgroup”.

1.5 The standard isomorphism theorems in group theory hold for algebraic groups. For
example, if H and N are algebraic subgroups of an algebraic group G with N normal,
then N=H \N 'HN=N . The only significant difficulty in extending the usual proofs to
algebraic groups is in showing that the quotient G=N of an algebraic group by a normal
subgroup exists (AGS, VIII, 17.5).
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1.6 An algebraic group G is finite if O.G/ is a finite k-algebra, i.e., finitely generated as
a k-vector space.

1.7 As k has characteristic zero, O.G/ is geometrically reduced (Cartier’s theorem, AGS,
VI, 9.3), and so jGj def

D SpmO.G/ is a group in the category of algebraic varieties over k (in
fact, of smooth algebraic varieties over k). If H is an algebraic subgroup of G, then jH j is
a closed subvariety of jGj.

1.8 An algebraic group G is connected if jGj is connected or, equivalently, if O.G/ con-
tains no étale k-algebra except k. A connected algebraic group remains connected over any
extension of the base field. The identity component of an algebraic group G is denoted by
Gı.

1.9 A character of an algebraic group G is a homomorphism �WG ! Gm. We write
Xk.G/ for the group of characters of G over k and X�.G/ for the similar group over an
algebraic closure of k.

Groups of multiplicative type
1.10 Let M be a finitely generated commutative group. The functor

R 7! Hom.M;R�/ (homomorphisms of abstract groups)

is an algebraic group D.M/ with coordinate ring the group algebra of M . For example,
D.Z/'Gm. The algebraic group D.M/ is connected if and only if M is torsion-free, and
it is finite if and only if M is finite.

1.11 A group-like element of a Hopf algebra .A;�/ is a unit u in A such that �.u/ D
u˝u. If A is finitely generated as a k-algebra, then the group-like elements form a finitely
generated subgroup g.A/ of A�, and for any finitely generated abelian group M ,

Homalg gps.G;D.M//' Homabstract gps.M;g.O.G///:

In particular,
Xk.G/

def
D Hom.G;Gm/' g.O.G//:

An algebraic group G is said to be diagonalizable if the group-like elements in O.G/ span
it. For example, D.M/ is diagonalizable, and a diagonalizable group G is isomorphic to
D.M/ with M D g.O.G//.

1.12 An algebraic group that becomes diagonalizable after an extension of the base field
is said to be of multiplicative type, and it is a torus if connected. A torus over k is said to
be split if it is already diagonalizable over k:

1.13 (RIGIDITY) Every action of an algebraic group G on a group H of multiplicative
type is trivial on the identity component of G.
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Semisimple, reductive, solvable, and unipotent groups
1.14 Let G be a connected algebraic group, and consider the commutative normal con-

nected subgroups of G. The algebraic group G is said to be semisimple if the only such
subgroup is the trivial group, and it is said to be reductive if the only such subgroups are
tori.2

1.15 An algebraic group is said to be solvable if it admits a filtration by normal subgroups
whose quotients are all commutative: Among the connected solvable normal subgroups of
an algebraic group G, there is a largest one, called the radical RG of G. A connected
algebraic group is semisimple if and only if its radical is trivial.

1.16 An algebraic group is said to be unipotent if every nonzero representation of the
group has a nonzero fixed vector. Among the connected unipotent normal subgroups of
an algebraic group G, there is a largest one, called the unipotent radical RuG of G. A
connected algebraic group is reductive if and only if its unipotent radical is trivial.

Examples of algebraic groups
1.17 For a k-algebra R, let SLn.R/ denote the group of n�n matrices of determinant 1

with entries in R. Then SLn is a functor Algk ! Set, and matrix multiplication defines a
natural transformation mWSL2�SL2! SL2. Note that

SLn.R/' Homk-alg

�
kŒX11;X12; : : : ;Xnn�

.det.Xij /�1/
;R

�
.

Therefore .SLn;m/ is an algebraic group, called the special linear group. Moreover,

O.SLn/D
kŒX11;X12; : : : ;Xnn�

.det.Xij /�1/
D kŒx11;x12; : : : ;xnn�;

and the universal element is the matrix X D .xij /1�i;j�n: for any k-algebra R and n�n
matrix M D .mij / of determinant 1 with entries in R, there is a unique homomorphism
O.SLn/!R sending sending X to M .

1.18 Let GLn denote the functor sending a k-algebra R to the set of invertible n� n
matrices with entries in R. With the map m defined by matrix multiplication, it is an
algebraic group, called the general linear group. Let A denote the polynomial ring

kŒX11;X12; : : : ;Xnn;Y11; : : : ;Ynn�

modulo the ideal generated by the n2 entries of the matrix .Xij /.Yij /�I , i.e., by the poly-
nomials Xn

jD1
XijYjk � ıik; 1� i;k � n; ıik D Kronecker delta.

Then
Homk-alg.A;R/D f.M;N / jM;N 2Mn.R/; MN D I g:

2These definitions are correct only in characteristic zero. See AGS XVIII, �2.
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The map .M;N / 7!M projects this set bijectively onto fM 2Mn.R/ jM is invertibleg
(because the right inverse of a square matrix is unique if it exists, and is also a left inverse)
and so

GLn.R/' Homk-alg .A;R/ .

Therefore O.GLn/D A; and the universal element is the matrix .xij /1�i;j�n 2Mn.A/.

1.19 Let V be a finite-dimensional vector space over k, and for a k-algebraR, let GLV .R/
denote the group of R-linear automorphisms of R˝V . The choice of a basis for V deter-
mines an isomorphism GLV .R/' GLn.R/, and so R GLV .R/ is an algebraic group. It
is also called the general linear group.

1.20 Let C be an invertible n�n matrix with entries in k. For a k-algebra R, the n�n
matrices T with entries in R such that

T t �C �T D C (52)

form a group G.R/. If C D .cij /, then G.R/ consists of the matrices .tij / (automatically
invertible) such that X

j;k

tj icjktkl D cil ; i; l D 1; : : : ;n;

and so
G.R/' Homk-alg.A;R/

with A equal to the quotient of kŒX11;X12; : : : ;Xnn� by the ideal generated by the polyno-
mials X

j;k

Xj icjkXkl � cil ; i; l D 1; : : : ;n:

Therefore G is an algebraic group. Write

AD kŒx11; : : : ;xnn�:

Then the matrix a D .xij /1�i;j�n with entries in A is the universal element: it satisfies
(52) and for any k-algebra R and matrix M in Mn.R/ satisfying (52), there is a unique
homomorphism A!R sending a to M .

When C D I , G is the orthogonal group On, and when C D
�
0 I
�I 0

�
, G is the symplec-

tic group Spn.

NOTES Need to do more of this for affine groups, not necessarily of finite type, because they come
up in the following sections.

2 Representations of algebraic groups; tensor
categories

This section reviews the basic theory of the representations of algebraic groups and of tensor
categories. Eventually, the section will be expanded to make the notes independent of AGS
and Deligne and Milne 1982.

Throughout, k is a field of characteristic zero.
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Basic theory
2.1 For a vector space V over k and a k-algebra R, we set V.R/ or VR equal to R˝k V:

Let G be an affine group over k, and suppose that for every k-algebra R, we have an action

G.R/�V.R/! V.R/

ofG.R/ on V.R/ such that each g 2G.R/ actsR-linearly; if the resulting homomorphisms

r.R/WG.R/! AutR-linear.V .R//

are natural in R, then r is called a linear representation of G on V . A representation of G
on a finite-dimensional vector space V is nothing more than a homomorphism of algebraic
groups r WG!GLV . A representation is faithful if all the homomorphisms r.R/ are injec-
tive. For g 2G.R/, I shorten r.R/.g/ to r.g/. The finite-dimensional representations of G
form a category Rep.G/.3

From now on, “representation” will mean “linear representation”.

2.2 Let G be an algebraic group over k. Let A D O.G/, and let �WA! A˝A and
�WA! k be the comultiplication map and the neutral element. An A-comodule is a k-
linear map

�WV ! V ˝A

such that (
.idV ˝�/ı� D .�˝ idA/ı� .maps V ! V ˝A˝A)
.idV ˝�/ı� D idV (maps V ! V ).

Let r be a representation of G on V , and let a be the universal element in G.A/. Then
r.A/.a/ is anA-linear map V.A/! V.A/whose restriction to V � V.A/ is anA-comodule
structure on V . Conversely, an A-comodule structure on V extends by linearity to an A-
linear map V.A/! V.A/ which determines a representation of G on V . In this way,
representations of G on V correspond to A-comodule structures on V (see AGS, VIII, �6).
The comultiplication map �WA! A˝k A defines a comodule structure on the k-vector
space A, and hence a representation of G on A (called the regular representation).

2.3 Every representation of an algebraic group is a filtered union of finite-dimensional
subrepresentations (AGS, VIII, 6.6). Every sufficiently large finite-dimensional subrepre-
sentation of the regular representation ofG is a faithful finite-dimensional representation of
G (AGS, VIII, 6.6).

2.4 Let G! GLV be a faithful finite-dimensional representation of G. Then every other
finite-dimensional representation of G can be obtained from V by forming duals (con-
tragredients), tensor products, direct sums, and subquotients (AGS, VIII, 11.7). In other
words, with the obvious notation, every finite-dimensional representation is a subquotient
of P.V;V _/ for some polynomial P 2 NŒX;Y �:

3In the following, we shall sometimes assume that Rep.G/ has been replaced by a small subcategory, e.g.,
the category of representations of G on vector spaces of the form kn, nD 0;1;2; : : :.



112 II. Algebraic Groups

2.5 Let G! GLV be a representation of G, and let W be a subspace of V . The functor

R fg 2G.R/ j gWR DWRg

is a subgroup of G (denoted GW , and called the stabilizer of W in G).

To see this, let �WV ! V ˝O.G/ be the comodule map. Let .ei /i2J be a basis for W ,
and extend it to a basis .ei /JtI for V . Write

�.ej /D
P
i2JtI ei ˝aij ; aij 2O.G/:

Let g 2G.R/D Homk-alg.O.G/;R/. Then

gej D
P
i2JtI ei ˝g.aij /:

Thus, g.W ˝R/ � W ˝R if and only if g.aij / D 0 for j 2 J , i 2 I . As g.aij / D
.aij /R.g/, this shows that the functor is represented by the quotient of O.G/ by the ideal
generated by faij j j 2 J; i 2 I g.

2.6 Every algebraic subgroup H of an algebraic group G arises as the stabilizer of a
subspace W of some finite-dimensional representation of V of G, i.e.,

H.R/D fg 2G.R/ j g.W ˝kR/DW ˝kRg; all k-algebras R:

To see this, let a be the kernel of O.G/!O.H/. Then a is finitely generated, and accord-
ing to (2.3), we can find a finite-dimensional G-stable subspace V of O.G/ containing a
generating set for a; take W D V \a (AGS, VIII, 13.1).

Elementary Tannaka duality
2.7 Let G be an algebraic group over k, and let R be a k-algebra. Suppose that for each

representation .V;rV / of G on a finite-dimensional k-vector space V , we have an R-linear
endomorphism �V of V.R/. If the family .�V / satisfies the conditions,

˘ �V˝W D �V ˝�W for all representations V;W ,
˘ �11 D id11 (here 11D k with the trivial action),
˘ �W ı˛R D ˛R ı�V , for all G-equivariant maps ˛WV !W;

then there exists a g 2G.R/ such that �V D rV .g/ for all V (AGS, X, 1.2).

Because G admits a faithful finite-dimensional representation (see 2.3), g is uniquely de-
termined by the family .�V /, and so the map sending g 2 G.R/ to the family .rV .g// is
a bijection from G.R/ onto the set of families satisfying the conditions in the theorem.
Therefore we can recover G from the category Rep.G/ of representations of G on finite-
dimensional k-vector spaces.

2.8 Let G be an algebraic group over k. For each k-algebra R, let G0.R/ be the set of
families .�V / satisfying the conditions in (2.7). Then G0 is a functor from k-algebras to
groups, and there is a natural map G ! G0. That this map is an isomorphism is often
paraphrased by saying that Tannaka duality holds for G.
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Since each of G and Rep.G/ determines the other, we should be able to see the proper-
ties of one reflected in the other.

2.9 An algebraic group G is finite if and only if there exists a representation V of G such
that every other representation is a subquotient of V n for some n� 0 (AGS, XII, 1.4).

2.10 An algebraic groupG is connected if and only if, for every representation V on which
G acts nontrivially, the full subcategory of Rep.G/ whose objects are those isomorphic to
subquotients of V n, n� 0, is not stable under˝ (apply 2.9).

2.11 An algebraic group is unipotent if and only if every nonzero representation has a
nonzero fixed vector (AGS, XV, 2.1).

2.12 A connected algebraic group is solvable if and only if every nonzero representation
acquires a one-dimensional subrepresentation over a finite extension of the base field (Lie-
Kolchin theorem, AGS, XVI, 4.7).

2.13 A connected algebraic group is reductive if and only if every finite-dimensional
representation is semisimple (AGS, XVIII, 5.4).

2.14 Let uWG ! G0 be a homomorphism of algebraic groups, and let u_WRep.G0/!
Rep.G/ be the functor .V;r/ .V;r ıu/. Then:

(a) u is surjective if and only if u_ is fully faithful and every subobject of u_.V 0/ for V 0

a representation of G0 is isomorphic to the image of a subobject of V 0;
(b) u is injective if and only if every object of Rep.G/ is isomorphic to a subquotient of

an object of the form u_.V /.

When Rep.G/ is semisimple, the second condition in (a) is superfluous: thus u is surjective
if and only u_ is fully faithful. (AGS X, 4.1, 4.2, 4.3).

Tensor categories
Basic definitions

2.15 A k-linear category is an additive category in which the Hom sets are finite-dimensional
k-vector spaces and composition is k-bilinear. Functors between such categories are re-
quired to be k-linear, i.e., induce k-linear maps on the Hom sets.

2.16 A tensor category over k is a k-linear category together with a k-bilinear functor
˝WC�C! C compatible with certain associativity and commutativity ensuring that the
tensor product of any unordered finite set of objects is well-defined up to a well-defined
isomorphism. An associativity constraint is a natural isomorphism

�U;V;W WU ˝ .V ˝W /! .U ˝V /˝W; U;V;W 2 ob.C/;

and a commutativity constraint is a natural isomorphism

 V;W WV ˝W !W ˝V; V;W 2 ob.C/:
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Compatibility means that certain diagrams, for example,

U ˝ .V ˝W / .U ˝V /˝W W ˝ .U ˝V /

U ˝ .W ˝V / .U ˝W /˝V .W ˝U/˝V;

�U;V;W

idU ˝ V;W

 U˝V;W

�W;U;V

�U;W;V  U;W˝idV

commute, and that there exists a neutral object (tensor product of the empty set), i.e., an
object U together with an isomorphism uWU ! U ˝U such that V 7! V ˝U is an equiv-
alence of categories. For a complete definition, see Deligne and Milne 1982, �1. We use 11
to denote a neutral object of C.

2.17 An object of a tensor category is trivial if it is isomorphic to a direct sum of neutral
objects.

EXAMPLE 2.18 The category of finitely generated modules over a ringR becomes a tensor
category with the usual tensor product and the constraints

u˝ .v˝w/ 7! .u˝v/˝wW U ˝ .V ˝W /! .U ˝V /˝W

v˝w! w˝vW V ˝W !W ˝V:

)
(53)

Any freeR-moduleU of rank one together with an isomorphismU !U ˝U (equivalently,
the choice of a basis for U ) is a neutral object. It is trivial to check the compatibility
conditions for this to be a tensor category.

EXAMPLE 2.19 The category of finite-dimensional representations of a Lie algebra or of
an algebraic (or affine) group G with the usual tensor product and the constraints (53) is a
tensor category. The required commutativities follow immediately from (2.18).

2.20 Let .C;˝/ and .C0;˝/ be tensor categories over k. A tensor functor C!C0 is a pair
.F;c/ consisting of a functor F WC!C0 and a natural isomorphism cV;W WF.V /˝F.W /!

F.V ˝W / compatible with the associativity and commutativity constraints and sending
neutral objects to neutral objects. Then F commutes with finite tensor products up to a
well-defined isomorphism. See Deligne and Milne 1982, 1.8.

2.21 Let C be a tensor category over k, and let V be an object of C. A pair

.V _;V _˝V
ev
�! 11/

is called a dual of V if there exists a morphism ıV W11! V ˝V _ such that the composites

V
ıV˝V
����! V ˝V _˝V

V˝ev
����! V

V _
V _˝ıV
�����! V _˝V ˝V _

ev˝V _
�����! V _

are the identity morphisms on V and V _ respectively. Then ıV is uniquely determined, and
the dual .V _;ev/ of V is uniquely determined up to a unique isomorphism. For example,
a finite-dimensional k-vector space V has as a dual V _ def

D Homk.V;k/ with ev.f ˝ v/D
f .v/ — here ıV is the k-linear map sending 1 to

P
ei ˝fi for any basis .ei / for V and its

dual basis .fi /. Similarly, the contragredient of a representation of a Lie algebra or of an
algebraic group is a dual of the representation.
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2.22 A tensor category is rigid if every object admits a dual. For example, the category
Veck of finite-dimensional vector spaces over k and the category of finite-dimensional rep-
resentations of a Lie algebra (or an algebraic group) are rigid.

Neutral tannakian categories

2.23 A neutral tannakian category over k is an abelian k-linear category C endowed with
a rigid tensor structure for which there exists an exact tensor functor !WC! Veck . Such
a functor ! is called a fibre functor over k. We shall refer to a pair .C;!/ consisting of a
neutral tannakian category over k and a fibre functor over k as a neutral tannakian category
over k.

THEOREM 2.24 Let .C;!/ be a neutral tannakian category over k. For each k-algebra R,
let G.R/ be the set of families

�D .�V /V 2ob.C/; �V 2 EndR-linear.!.V /R/;

such that

˘ �V˝W D �V ˝�W for all V;W 2 ob.C/,
˘ �11 D id!.11/ for every neutral object of 11 of C, and
˘ �W ı˛R D ˛R ı�V for all arrows ˛WV !W in C.

ThenR G.R/ is an affine group over k, and ! defines an equivalence of tensor categories
over k,

C! Rep.G/:

PROOF. This is an abstract version of AGS, X, 3.14. 2

2.25 Let !R be the functor V  !.V /˝R; then G.R/ consists of the natural transfor-
mations �W!R! !R such that the following diagrams commute

!R.V /˝!R.W / !R.V ˝W / !R.11/ !R.11˝11/

!R.V /˝!R.W / !R.V ˝W / !R.11/ !R.11˝11/

cV;W

�V˝�W �V˝W

!R.u/

�11 �11

cV;W !R.u/

for all objects V , W of C and all identity objects .11;u/.

2.26 I explain the final statement of (2.24). For each V in C, there is a representation
rV WG! GL!.V / defined by

rV .g/v D �V .v/ if g D .�V / 2G.R/ and v 2 V.R/:

The functor sending V to !.V / endowed with this action of G is an equivalence of cate-
gories C! Rep.G/.

2.27 If the groupG in (2.24) is an algebraic group, then (2.3) and (2.4) show that C has an
object V such that every other object is a subquotient of P.V;V _/ for some P 2 NŒX;Y �.
Conversely, if there exists an object V of C with this property, then G is algebraic because
G � GLV .
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2.28 It is usual to write Aut˝.!/ (functor of tensor automorphisms of !) for the affine
group G attached to the neutral tannakian category .C;!/ — we call it the Tannaka dual
or Tannaka group of C.

EXAMPLE 2.29 If C is the category of finite-dimensional representations of an algebraic
group H over k and ! is the forgetful functor, then G.R/ ' H.R/ by (2.7), and C!
Rep.G/ is the identity functor.

EXAMPLE 2.30 Let N be a normal subgroup of an algebraic group G, and let C be the
subcategory of Rep.G/ consisting of the representations of G on which N acts trivially.
The group attached to C and the forgetful functor is G=N . Alternatively, this can be used
as a definition of G=N , but then one has to check that the kernel of the map G! G=N is
N .

EXAMPLE 2.31 Let .C;!/ and .C0;!0/ be neutral tannakian categories with Tannaka duals
G andG0. An exact tensor functorF WC!C0 such that!0ıF D! defines a homomorphism
G0!G, namely,

.�V /V 2ob.C0/ 7! .�FV /V 2ob.C/WG
0.R/!G.R/:

EXAMPLE 2.32 The category of representations of Z (as an abstract group) on finite-
dimensional vector spaces over k is tannakian. The Tannaka dual of this category is of
the form T ��1�Ga with T a pro-torus (cf. 4.17 below).

2.33 Let CD Rep.G/ for some algebraic group G.

(a) For an algebraic subgroup H of G, let CH denote the full subcategory of C whose
objects are those on which H acts trivially. Then CH is a neutral tannakian category
whose Tannaka dual is G=N where N is the smallest normal algebraic subgroup of
G containing H (intersection of the normal algebraic subgroups containing H ).

(b) (Tannaka correspondence.) For a collection S of objects of CD Rep.G/, let H.S/
denote the largest subgroup of G acting trivially on all V in S ; thus

H.S/D
\
V 2S

Ker.rV WG! Aut.V //:

Then the maps S 7!H.S/ and H 7! CH form a Galois correspondence

fsubsets of ob.C/g� falgebraic subgroups of Gg;

i.e., both maps are order reversing and CH.S/ � S andH.CH /�H for all S andH .
It follows that the maps establish a one-to-one correspondence between their respec-
tive images. In this way, we get a natural one-to-one order-reversing correspondence

ftannakian subcategories of Cg
1W1
$ fnormal algebraic subgroups of Gg

(a tannakian subcategory is a full subcategory closed under the formation of duals,
tensor products, direct sums, and subquotients).
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Gradations on tensor categories

2.34 Let M be a finitely generated abelian group. An M -gradation on an object X of an
abelian category is a family of subobjects .Xm/m2M such that X D

L
m2M Xm. An M -

gradation on a tensor category C is anM -gradation on each object X of C compatible with
all arrows in C and with tensor products in the sense that .X˝Y /m D

L
rCsDmX

r˝Xs .
Let .C;!/ be a neutral tannakian category, and let G.!/ be its Tannaka dual. To give
an M -gradation on C is the same as giving a central homomorphism D.M/! G.!/: a
homomorphism corresponds to the M -gradation such that Xm is the subobject of X on
which D.M/ acts through the character m (Saavedra Rivano 1972; Deligne and Milne
1982, �5).

2.35 Let C be a semisimple k-linear tensor category such that End.X/ D k for every
simple object X in C, and let I.C/ be the set of isomorphism classes of simple objects in
C. For elements x;x1; : : : ;xm of I.C/ represented by simple objects X;X1; : : : ;Xm, write
x � x1˝ �� �˝xm if X is a direct factor of X1˝ �� �˝Xm. The following statements are
obvious.

(a) Let M be a commutative group. To give an M -gradation on C is the same as to give
a map f WI.C/!M such that

x � x1˝x2 H) f .x/D f .x1/Cf .x2/:

A map from I.C/ to a commutative group satisfying this condition will be called a
tensor map. For such a map, f .11/ D 0, and if X has dual X_, then f .ŒX_�/ D
�f .ŒX�/.

(b) Let M.C/ be the free abelian group with generators the elements of I.C/ modulo the
relations: x D x1Cx2 if x � x1˝x2. The obvious map I.C/!M.C/ is a universal
tensor map, i.e., it is a tensor map, and every other tensor map I.C/!M factors
uniquely through it. Note that I.C/!M.C/ is surjective.

2.36 Let .C;!/ be a neutral tannakian category such that C is semisimple and End.V /D k
for every simple object in C. Let Z be the centre of G def

D Aut˝.!/. Because C is semisim-
ple,G is reductive (2.13), and soZ is of multiplicative type. Assume (for simplicity) thatZ
is split, so thatZDD.N/withN the group of characters ofZ. According to (2.34), to give
anM -gradation on C is the same as to give a homomorphismD.M/!Z, or, equivalently,
a homomorphism N !M . On the other hand, (2.35) shows that to give an M -gradation
on C is the same as giving a homomorphism M.C/!M . Therefore M.C/'N . In more
detail: let X be an object of C; if X is simple, then Z acts on X through a character n of
Z, and the tensor map ŒX� 7! nW I.C/!N is universal.

2.37 Let .C;!/ be as in (2.36), and define an equivalence relation on I.C/ by

a � a0 ” there exist x1; : : : ;xm 2 I.C/ such that a;a0 � x1˝�� �˝xm:

A function f from I.C/ to a commutative group defines a gradation on C if and only if
f .a/D f .a0/ whenever a � a0. Therefore, M.C/' I.C/=� .
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3 The Lie algebra of an algebraic group
In this section, we define the functor Lie from algebraic groups to Lie algebras and study
its basic properties. Recall that k is a field of characteristic zero.

Definition of the Lie algebra of an algebraic group
Let G be an algebraic group. The action of G on itself by conjugation,

.g;x/ 7! gxg�1WG�G!G;

fixes e, and so it defines a representation of G on the tangent space g of G at e,

G! GLg :

In turn, this gives a map on the tangent spaces at the neutral elements of G and GLg,

adWg! End.g/:

The Lie algebra of G is defined to be the k-vector space g endowed with the bracket

Œx;y�
def
D ad.x/.y/.

For example, if G D GLV , then g is the vector space End.V / endowed with the bracket

Œ˛;ˇ�D ˛ ıˇ�ˇ ı˛

(see I, 1.5). We now explain this construction in detail.

Definition of g.R/

Let R be a k-algebra, and let RŒ"�D RŒX�=.X2/. Thus RŒ"�D R˚R" as an R-module,
and "2 D 0. We have homomorphisms

R
i
�!RŒ"�

�
�!R; i.a/D aC "0; �.aC "b/D a; � ı i D idR :

For an affine group G over k, they give homomorphisms

G.R/
i
�!G.RŒ"�/

�
�!G.R/; � ı i D idG.R/

where we have written i and � for G.i/ and G.�/. Let

g.R/D Ker.G.RŒ"�/
�
�!G.R//:

EXAMPLE 3.1 Let G D GLn. For each A 2Mn.R/, InC "A is an element of Mn.RŒ"�/,
and

.InC "A/.In� "A/D InI

therefore InC "A 2 g.R/. Clearly every element of g.R/ is of this form, and so the map

A 7!E.A/
def
D InC "AWMn.k/! g.R/

is a bijection. Therefore
g.R/D fInC "A j A 2Mn.k/g:
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EXAMPLE 3.2 Let G D GLV where V is a finite-dimensional vector space over k. Every
element of V."/ def

D kŒ"�˝k V can be written uniquely in the form xC"y with x;y 2 V , i.e.,
V."/D V ˚ "V . For k-linear endomorphisms ˛ and ˇ of V , define ˛C "ˇ to be the map
V."/! V."/ such that

.˛C "ˇ/.xC "y/D ˛.x/C ".˛.y/Cˇ.x//I (54)

then ˛C"ˇ is kŒ"�-linear, and every kŒ"�-linear map V."/! V."/ is of this form for unique
pair ˛;ˇ.4 It follows that

GLV .kŒ"�/D f˛C "ˇ j ˛ invertibleg

and that
g.k/D fidV C"˛ j ˛ 2 End.V /g:

Description of g.R/ in terms of derivations

DEFINITION 3.3 Let A be a k-algebra andM an A-module. A k-linear mapDWA!M is
a k-derivation of A into M if

D.fg/D f �D.g/Cg �D.f / (Leibniz rule).

The Leibniz rule implies that D.1/DD.1� 1/DD.1/CD.1/ and so D.1/D 0. By
k-linearity, this implies that

D.c/D 0 for all c 2 k: (55)

Conversely, every additive map A!M satisfying the Leibniz rule and zero on k is a k-
derivation.

Let ˛WA!RŒ"� be a k-linear map, and write

˛.f /D ˛0.f /C "˛1.f /; ˛0.f /, ˛1.f / 2R:

Then
˛.fg/D ˛.f /˛.g/

if and only if (
˛0.fg/ D ˛0.f /˛0.g/

˛1.fg/ D ˛0.f /˛1.g/C˛0.g/˛1.f /:

The first condition says that ˛0 is a k-algebra homomorphism A! R. When we use ˛0 to
make R into an A-module, the second condition says that ˛1 is a k-derivation A!R.

Now let G be an algebraic group, and let �WO.G/! k be the neutral element in G.k/.
By definition, the elements of g.R/ are the k-algebra homomorphisms O.G/! RŒ"� such
that the composite

O.G/ ˛
�! kŒ"�

" 7!0
�! R

4To see this, note that the k-linear endomorphisms of V."/D V ˚"V are just the 2�2matrices of k-linear
endomorphisms of V , and that " acts as

�
0 0
1 0

�
; the matrices

�
˛ ˇ
 ı

�
that commute with

�
0 0
1 0

�
are exactly those

of the form
�
˛ 0
ˇ ˛

�
.
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is �, i.e., such that ˛0 D �. Therefore, according to the above discussion,

g.R/D f�C "D jD a derivationg. (56)

Let Derk;�.O.G/;R/ be the set k-derivations O.G/!R with R regarded as an O.G/-
module through �. Let I D IG be the augmentation ideal of O.G/, defined by the exact
sequence

0! I !O.G/ �
�! k! 0: (57)

PROPOSITION 3.4 There are natural one-to-one correspondences

g.R/$ Derk;�.O.G/;R/$ Homk-linear.I=I
2;k/: (58)

PROOF. The first correspondence is given by (56). The Leibniz rule in this case is

D.fg/D �.f / �D.g/C �.g/ �D.f /: (59)

In particular, D.fg/D 0 if f;g 2 I . As �.c/D c for c 2 k, the sequence (57) splits: we
have a canonical decomposition

f $ .�.f /;f � �.f //WO.G/D k˚I

of O.G/ (as a k-vector space). A k-derivation O.G/! R is zero on k, and so it is deter-
mined by its restriction to I , which can be any k-linear map I !R that is zero on I 2. 2

COROLLARY 3.5 The set g.R/ has a canonical structure of an R-module, and

g.R/'R˝g.k/:

PROOF. Certainly, both statements are true for Hom.I=I 2;R/. 2

ASIDE 3.6 Here is a direct description of the action of R on g.R/: an element c 2 R defines a
homomorphism of R-algebras

uc WRŒ"�!RŒ"�; aC "b 7! aC c"b

such that � ıuc D � , and hence a commutative diagram

G.RŒ"�/ G.RŒ"�/

G.R/ G.R/;

G.uc/

G.�/ G.�/

id

which induces a homomorphism of groups g.R/! g.R/. For example, when G D GLn,

G.uc/E.A/DG.uc/.InC "A/D InC c"ADE.cA/;

as expected.
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The adjoint map AdWG! Aut.g/

We define
AdWG.R/! Aut.g.R//

by
Ad.g/x D i.g/ �x � i.g/�1; g 2G.R/; x 2 g.R/�G.RŒ"�/:

The following formulas hold:

Ad.g/.xCx0/D Ad.g/xCAd.g/x0; g 2G.R/; x;x0 2 g.R/

Ad.g/.cx/D c.Ad.g/x/; g 2G.R/; c 2R; x 2 g.R/:

The first is clear from the definition of Ad, and the second follows from the description of
the action of c in (3.6). Therefore Ad maps into AutR-linear.g.R//. All the definitions are
natural in R, and so we get a representation of G on the vector space g,

AdWG! GLg : (60)

Let f WG!H be a homomorphism of affine groups over k. Because f is a functor,

G.RŒ"�/ G.R/

H.RŒ"�/ H.R/

�

f.RŒ"�/ f .R/

�

commutes, and so f induces a homomorphism

df Wg.R/! h.R/;

which is natural in R. Directly from the definitions, one sees that

G.R/ � g.R/ g.R/

H.R/ � h.R/ h.R/

f df df (61)

commutes.

Definition of Lie

Let Lie be the functor sending an algebraic group G to the k-vector space

g.k/
def
D Ker.G.kŒ"�/!G.k//

(see (3.6) for the k-structure). On applying Lie to (60), we get a k-linear map

adWLie.G/! End.g/:

For a;x 2 g.k/, we define
Œa;x�D ad.a/.x/:
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LEMMA 3.7 For GLn, the construction gives

ŒA;X�D AX �XA:

PROOF. An element I C "A 2 Lie.GLn/ acts on Mn.kŒ"�/ as

XC "Y 7! .I C "A/.XC "Y /.I � "A/DXC "Y C ".AX �XA/:

On comparing this with (54), we see that ad.A/ acts as idC"u where u.X/D AX �XA:2

It follows from (61) that the map Lie.G/! Lie.H/ defined by a homomorphism of
algebraic groups G ! H is compatible with the two brackets. Because the bracket on
Lie.GLn/ makes it into a Lie algebra, and every algebraic group G can be embedded in
GLn (2.3), the bracket on Lie.G/ makes into a Lie algebra. We have proved the following
statement.

THEOREM 3.8 There is a unique functor Lie from the category of algebraic groups over k
to the category of Lie algebras such that:

(a) Lie.G/D g.k/ as a k-vector space, and
(b) the bracket on Lie.GLn/D gln is ŒX;Y �DXY �YX .

The action of G on itself by conjugation defines a representation AdWG! GLg of G on g
(as a k-vector space), whose differential is the adjoint representation adWg! Der.g/ of (I,
1.11).

Clearly
Lie.GK/'K˝Lie.G/ (62)

for any field K containing k.

Examples

3.9 (Special linear group) By definition

Lie.SLn/D fI CA" 2Mn.kŒ"�/ j det.I CA"/D 1g:

When we expand det.I C "A/ as a sum of nŠ products, the only nonzero term isQn
iD1 .1C "ai i /D 1C "

Pn
iD1ai i ;

because every other term includes at least two off-diagonal entries. Hence

det.I C "A/D 1C " trace.A/

and so

Lie.SLn/D fI C "A j trace.A/D 0g

' sln.
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3.10 Let C be an invertible n�n matrix, and let G be the algebraic group such that G.R/
consists of the matrices A such that AtCA D C (see 1.20). Then Lie.G/ consists of the
matrices I C "A 2Mn.kŒ"�/ such that

.I C "A/t �C � .I C "A/D C;

i.e., such that
At �C CC �AD 0.

For example, if C D I , then G D On and

Lie.On/D fI C "A 2Mn.kŒ"�/ j A
t
CAD 0g

' on.

If C D
�
0 I
�I 0

�
, then G D Spn, and

Lie.Spn/D fI C "A 2Mn.kŒ"�/ j A
tC CCAD 0g

' spn:

3.11 Let V be a finite-dimensional vector space over k, and let

ˇWV �V ! k

be a nondegenerate k-bilinear form. If ˇ is symmetric or alternating, then

R f˛ 2 GL.VR/ j ˇ.˛v;˛v0/D ˇ.v;v0/g

is an algebraic group. Its Lie algebra is

gD
˚
x 2 glV j ˇ.xv;v

0/Cˇ.v;xv0/
	
D 0

(see 1.7).

3.12 Let Tn be the algebraic group R Tn.R/ where Tn.R/ is the group of invertible
upper triangular n�n matrices with entries in R. Then

Lie.Tn/D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

0BBBBBBB@

1C "c11 "c12 � � � "c1n�1 "c1n

0 1C "c22 � � � "c2n�1 "c2 n
:::

:::
: : :

:::
:::

0 0 � � � 1C "cn�1n�1 "cn�1n

0 0 � � � 0 1C "cnn

1CCCCCCCA

9>>>>>>>=>>>>>>>;
;

and so
Lie.Tn/' bn (upper triangular matrices).

Let Un be the algebraic group R Un.R/ where Un.R/ is the group of upper triangular
n�n matrices having only 1’s on the diagonal. Then

Lie.Un/' nn (strictly upper triangular matrices).

Finally, let Dn be the algebraic group R Dn.R/ where Dn.R/ is the group of invertible
diagonal n�n matrices with entries in R. Then

Lie.Dn/' dn (diagonal matrices).
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Description of Lie.G/ in terms of derivations

Let A be a k-algebra, and consider the space Derk.A/ of k-derivations of A into A, as in
(1.10), so that the Leibniz rule is

D.fg/D f �D.g/CD.f / �g:

The bracket
ŒD;D0�

def
D D ıD0�D0 ıD

of two derivations is again a derivation. In this way Derk.A/ becomes a Lie algebra.
LetG be an algebraic group. A derivationDWO.G/!O.G/ is said to be left invariant5

if
�ıD D .id˝D/ı�: (63)

If D and D0 are left invariant, then

�ı .D ıD0/D .id˝D/ı�ıD0 D .id˝D ıD0/ı�;

and so

�ı ŒD;D0�D�ı .D ıD0�D0 ıD/

D .id˝.D ıD0/� id˝.D0 ıD//ı�

D .id˝ŒD;D0�/ı�:

Therefore ŒD;D0� is left invariant, and so the left invariant derivations form a Lie subalgebra
of Derk.O.G//:

PROPOSITION 3.13 The map

D 7! � ıDWDerk.O.G//! Derk.O.G/;k/

defines an isomorphism from the space of left invariant derivations onto Derk.O.G/;k/.

PROOF. For homomorphisms f WA! R and gWB ! R of k-algebras, we write .f;g/ for
the homomorphism a˝b 7! f .a/g.b/WA˝B!R. The fact thatm is associative translates
into the equality

.id˝�/ı�D .�˝ id/ı� (64)

and that � is the neutral element into the equalities

.id; �/ı�D idD .�; id/ı�: (65)

To prove the proposition, we prove the following two statements:

(a) If d is an �-derivation O.G/! k, then D D .id;d /ı� is a left invariant derivation
O.G/!O.G/; moreover � ıD D d (here idD idO.G/).

(b) If D is a left invariant derivation O.G/!O.G/, then

D D .id; .� ıD//ı�:

5In geometric terms, a derivation D defines a tangent vector tP at each point of jGj, and to say that D is
left invariant means that the family .tP / is invariant under left translations.
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In combination, these statements say thatD 7! � ıD and d 7! .id;d /ı� are inverse bijec-
tions.

We first prove (a). LetDD .id;d /ı�. To show thatD is a derivation, we have to show
that, for a;a0 2O.G/;

D.aa0/D aD.a0/CD.a/a0:

This can be checked by writing �.a/D
P
bi ˝ ci and �.a0/D

P
b0i ˝ c

0
i and expanding

both sides.
We next show that D is left invariant. Obviously

id˝D D .id˝.id;d //ı .id˝�/:

On the other hand, a direct calculation shows that

�ıD D .id˝.id;d //ı .�˝ id/ı�

(evaluate both sides on a 2O.G/ by writing �.a/D
P
bi ˝ ci ). Now the equality

.id˝D/ı�D�ıD

follows from (64).
The final statement of (a), that � ıD D d , is left to the reader to check.
We now prove (b):

D
(65)
D .id; �/ı�ıD

(63)
D .id; �/ı .id˝D/ı�D .id; .� ıD//ı�:

2

Thus, Lie.G/ is isomorphic (as a k-vector space) to the space of left invariant deriva-
tions O.G/! O.G/, which is a Lie subalgebra of Derk.O.G//. In this way, Lie.G/
acquires a Lie algebra structure. As the construction is functorial in G, the next exercise
shows that this Lie algebra structure agrees with that defined earlier.

EXERCISE 3.14 Show that, when G D GLn, this construction gives the bracket ŒA;B�D
AB �BA.

ASIDE 3.15 Let M be a smooth manifold (i.e., a C1 real manifold). The smooth differential
operators on M form an associative algebra over R, and hence, as in (1.4), define a Lie algebra.
The bracket of two smooth vector fields on M is again a smooth vector field, and hence the smooth
vector fields on M form a Lie algebra m. If M is a Lie group, i.e., has a smooth group structure,
then the left invariant vector fields form a Lie subalgebra of m, called the Lie algebra of M . As
in the case of an algebraic group, it is canonically isomorphic to the tangent space to the M at the
identity element. See Chapter III.

NOTES The definitions in this subsection work equally well for affine groups, i.e., we don’t use that
O.G/ is finitely generated. We need affine groups in the remaining sections.

Properties of the functor Lie
PROPOSITION 3.16 For an algebraic group G, dimLie.G/ D dimG. In particular, G is
finite if and only if Lie.G/D 0:
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PROOF. Because Lie.Gkal/ ' Lie.G/˝k kal (see 62), we may suppose k D kal. Now
Lie.G/ is the tangent space to G at e, and so dimLie.G/ � dimG, with equality if and
only if G is smooth at e. But we know that G is smooth (1.7), and so equality holds. 2

EXAMPLE 3.17 Proposition 3.16 is very useful for computing the dimensions of algebraic
groups. For example,

dimLieGa D 1D dimGa
dimLieSLn D n2�1D dimSLn :

PROPOSITION 3.18 Let H be an algebraic subgroup of an algebraic group G; then H ı D
Gı if and only if LieH D LieG.

PROOF. Clearly, the Lie algebra of an algebraic group depends only on its identity com-
ponent, and so Lie.H/ D Lie.G/ if H ı D Gı. Conversely, if Lie.H/ D Lie.G/, then
dimH ı D dimGı and, as Gı is irreducible, this implies that H ı DGı. 2

The functor Lie commutes with fibre products.

PROPOSITION 3.19 For any homomorphisms G!H  G0 of algebraic groups,

Lie.G�H G0/' Lie.G/�Lie.H/ Lie.G0/: (66)

PROOF. By definition, �
G�H G

0
�
.R/DG.R/�H.R/G

0.R/.

Therefore,

Lie.G�H G0/D Ker
�
G.kŒ"�/�H.kŒ"�/G

0.kŒ"�/!G.k/�H.k/G
0.k/

�
:

In other words, Lie.G�H G0/ consists of the pairs

.g;g0/ 2G.kŒ"�/�G0.kŒ"�/

such that g maps to 1 in G.k/, g0 maps to 1 in G0.k/, and g and g0 have the same image in
H.kŒ"�/. Hence Lie.G�H G0/ consists of the pairs

.g;g0/ 2 Ker.G.kŒ"�/!G.k//�Ker
�
G0.kŒ"�/!G0.k/

�
having the same image in H.kŒ"�/. This set is Lie.G/�Lie.H/ Lie.G0/: 2

COROLLARY 3.20 If H1 and H2 are algebraic subgroups of an algebraic group G, then
Lie.H1/ and Lie.H2/ are Lie subalgebras of Lie.G/, and

Lie.H1\H2/D Lie.H1/\Lie.H2/ (inside Lie.G/).

More generally,

Lie.
\

i2I
Hi /D

\
i2I

LieHi (inside Lie.G/) (67)

for any family of algebraic subgroups Hi of G.
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PROOF. Recall that H1\H2 represents the functor R H1.R/\H1.R/. Therefore

H1\H2 'H1�GH2;

and so the statement follows from (3.19). 2

COROLLARY 3.21 For any homomorphism uWG!H ,

Lie.Ker.u//D Ker.Lie.u//:

In other words, an exact sequence of algebraic groups 1! N ! G!Q gives rise to an
exact sequence of Lie algebras

0! LieN ! LieG! LieQ:

PROOF. As the kernel can be obtained as a fibred product,

Ker.u/ �

G H;

this follows from (3.19). 2

PROPOSITION 3.22 Let G be a connected algebraic group. The map H 7! LieH from
connected algebraic subgroups of G to Lie subalgebras of LieG is injective and inclusion
preserving.

PROOF. Let H and H 0 be connected algebraic subgroups of G. Then (see 3.20)

Lie.H \H 0/D Lie.H/\LieH 0/:

If Lie.H/D Lie.H 0/, then

Lie.H/D Lie.H \H 0/D Lie.H 0/;

and so (3.18) shows that
H D

�
H \H 0

�ı
DH 0:

2

3.23 A Lie subalgebra g of glV is said to be algebraic6 if it is the Lie algebra of an
algebraic subgroup of GLV . A necessary condition for this is that g contain the semisimple
and nilpotents parts of each of its elements — a subalgebra satisfying this condition is said
to be almost algebraic.7 A sufficient condition is that Œg;g�D g (see later).

6The name is due to Chevalley.
7The concept is due to Malcev, but the name to Jacobson (Lie Algebras, p.98).
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3.24 According to (2.3), every algebraic group over k can be realized as a subgroup of
GLn for some n, and, according to (3.22), the algebraic subgroups of GLn are in one-to-
one correspondence with the algebraic Lie subalgebras of gln. This suggests two questions:
find an algorithm to decide whether a Lie subalgebra of gln is algebraic (i.e., arises from
an algebraic subgroup); given an algebraic Lie subalgebra of gln, find an algorithm to con-
struct the group. For a recent discussion of these questions, see, de Graaf, Willem, A.
Constructing algebraic groups from their Lie algebras. J. Symbolic Comput. 44 (2009), no.
9, 1223–1233.8

PROPOSITION 3.25 Let uWG!H be a homomorphism of algebraic groups. Then u.Gı/�
H ı if and only if LieG! LieH is surjective.

PROOF. We may replace G and H with their neutral components. We know (1.5) that
G!H factors into

G
surjective
�����! xG

injective
�����!H:

Correspondingly, Lie.u/ factors into

Lie.G/ �����! Lie. xG/
injective
�����! Lie.H/:

Clearly Lie.G/! Lie.H/ is surjective if and only if Lie. xG/! Lie.H/ is an isomorphism,
which is true if and only if xG DH (3.18). 2

PROPOSITION 3.26 Let u;vWG!H be homomorphisms of algebraic groups; then u and
v agree on Gı if and only if Lie.u/D Lie.v/:

PROOF. We may replaceG with its neutral component. Let� denote the diagonal inG�G
— it is an algebraic subgroup of G �G isomorphic to G. The homomorphisms u and v
agree on the algebraic group

G0
def
D�\G�H G:

The hypothesis implies Lie.G0/D Lie.�/, and so G0 D�. 2

3.27 Thus the functor Lie is faithful on connected algebraic groups, but it is not full. For
example

End.Gm/D Z  k D End.Lie.Gm//.

For another example, let k be an algebraically closed field of characteristic zero, and let
G DGaoGm with the product .a;u/.b;v/D .aCub;uv/. Then

Lie.G/D Lie.Ga/�Lie.Gm/D kyCkx

with Œx;y� D y. The Lie algebra morphism Lie.G/! Lie.Ga/ such that x 7! y, y 7! 0

is surjective, but it is not the differential of a homomorphism of algebraic groups because
there is no nonzero homomorphism Gm!Ga.

8de Graaf (ibid.) and his MR reviewer write: “A connected algebraic group in characteristic 0 is uniquely
determined by its Lie algebra.” This is obviously false — consider SL2 and its quotient by f˙I g, or the exam-
ples in (3.28). What they mean (but didn’t say) is that a connected algebraic subgroup of GLn in characteristic
zero is uniquely determined by its Lie algebra as a subalgebra of gln.
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3.28 Even in characteristic zero, infinitely many nonisomorphic connected algebraic groups
can have the same Lie algebra. For example, let g be the two-dimensional Lie algebra
hx;y j Œx;y�D yi, and, for each nonzero n 2 N, let Gn be the semidirect product GaoGm
defined by the action .t;a/ 7! tna of Gm on Ga. Then Lie.Gn/D g for all n, but no two
groups Gn are isomorphic. (Indeed, the centre of Gn is f.0;�/ j �n D 1g ' �n, but the
isogeny .a;u/ 7! .a;un/WGn!G1 defines an isomorphism Lie.Gn/! Lie.G1/.)

PROPOSITION 3.29 If
1!N !G!Q! 1

is exact, then
0! Lie.N /! Lie.G/! Lie.Q/! 0

is exact. In particular,
dimG D dimN CdimQ:

PROOF. The sequence 0! Lie.N /! Lie.G/! Lie.Q/ is exact (by 3.21), and the sur-
jectivity of Lie.G/! Lie.Q/ follows from (3.25). 2

An isogeny of algebraic groups is a surjective homomorphism with finite kernel.

COROLLARY 3.30 A homomorphism G!H of connected affine algebraic groups is an
isogeny if and only if Lie.G/! Lie.H/ is an isomorphism.

PROOF. Apply (3.25), (3.29), and 3.16). 2

THEOREM 3.31 Let H be an algebraic subgroup of an algebraic group G. The functor of
k-algebras

R NG.H/.R/
def
D fg 2G.R/ j g �H.S/ �g�1 DH.S/ all R-algebras Sg

is an algebraic subgroup of G. If H is connected, then

Lie.NG.H//D ng.h/
def
D fx 2 g j Œx;h�� hgI

consequently, H is normal in G if and only if h is an ideal in g.

PROOF. That NG.H/ is an algebraic subgroup of G is proved in AGS VII, 6.1. For
the second statement, we may suppose that k is algebraically closed. Then the equality
Lie.NG.H//D ng.h/ follows directly from the definitions. For the last statement,

H is normal in G ” NG.H/DG

” Lie.NG.H//D Lie.G/

” ng.h/D g

” h is an ideal in g:

Alternatively, if H is normal, then it is the kernel of a homomorphism G!Q, in which
case h is the kernel of g! q. 2
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THEOREM 3.32 Let H be an algebraic subgroup of an algebraic group G. The functor of
k-algebras

R CG.H/.R/
def
D fg 2G.R/ j g �hD h �g all R-algebra S and all h 2G.S/ g

is an algebraic subgroup of G. If H is connected, then

Lie.CG.H//D cg.h/
def
D fx 2 g j Œx;h�D 0gI

consequently, H is contained in the centre of G if and only if h is contained in the centre
of g.

PROOF. That CG.H/ is an algebraic subgroup of G is proved in AGS VII, 6.7. For
the second statement, we may suppose that k is algebraically closed. Then the equality
Lie.CG.H//D cg.h/ follows directly from the definitions. For the last statement,

H �Z.G/ ” CG.H/DG

” Lie.CG.H//D Lie.G/

” cg.h/D g

” h� z.g/: 2

COROLLARY 3.33 For an algebraic group G,

Lie.ZG/� z.g/;

with equality if G is connected.

PROOF. Clearly, .ZG/ı DZG\Gı �Z.Gı/, and so

Lie.ZG/� Lie.Z.Gı//;

with equality if G DGı. But Z.Gı/D CGı.Gı/ and z.g/D cg.g/, and so

Lie.Z.Gı//D z.g/:
2

COROLLARY 3.34 A connected algebraic group commutative if and only if its Lie algebra
is commutative.

PROOF. Let G be a connected algebraic group. Then

G is commutative ” Z.G/DG

” Lie.Z.G//D Lie.G/

” z.g/D g

” g is commutative. 2

COROLLARY 3.35 Let G be a connected algebraic group. Then Lie.DG/DD.Lie.G//.
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PROOF. LetH be a connected algebraic subgroup ofG. ThenH �DG” H is normal
and G=H is commutative” Lie.H/ is an ideal and Lie.G/=Lie.H/ is commutative
” Lie.H/�DLie.G/. 2

COROLLARY 3.36 For a connected algebraic group G, the connected kernel of AdWG!
Aut.g/ is the centre of G.

PROOF. When we apply Lie to Ad, we get adWg! End.g/, which has kernel z.g/. 2

3.37 A character �WG ! Gm of G defines a linear form Lie.�/WLie.G/! k on its Lie
algebra. When G is diagonalizable, this induces an isomorphism X�.G/˝Z k! Lie.G/_.

NOTES Statement (3.35) is false for algebraic supergroups (arXiv:1302.5648).

Representations
Recall that a representation of a Lie algebra g on a k-vector space V is a homomorphism
�Wg! glV . Thus � sends x 2 g to a k-linear endomorphism �.x/ of V , and

�.Œx;y�/D �.x/�.y/��.y/�.x/:

When we regard V as a g-module and write xv for �.x/.v/, this becomes

Œx;y�v D x.yv/�y.xv/. (68)

Let W be a subspace of V . The stabilizer of W in g is

gW
def
D fx 2 g j xW �W g.

It is clear from (68) that gW is a Lie subalgebra of g. Let v 2 V . The isotropy algebra of v
in g is

gv
def
D fx 2 g j xv D 0g:

It is a Lie subalgebra of g.

PROPOSITION 3.38 For any representation G! GLV and subspace W � V ,

LieGW D .LieG/W :

PROOF. By definition, LieGW consists of the elements idC"u of G.kŒ"�/, u 2 End.V /,
such that

.idC"u/.W C "W /�W C "W;

(cf. 3.2), i.e., such that u.W /�W . 2

COROLLARY 3.39 IfW is stable under G, then it is stable under Lie.G/, and the converse
is true when G is connected.
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PROOF. To say that W is stable under G means that G D GW , but if G D GW , then
LieG D LieGW D .LieG/W , which means that W is stable under LieG. Conversely, to
say that W is stable under LieG, means that LieG D .LieG/W . But if LieG D .LieG/W ,
then LieG D LieGW , which implies that GW DG when G is connected (3.18). 2

Let �1 and �2 be representations of g on V1 and V2 respectively; then �1˝ �2 is the
representation of g on V1˝V2 such that

.�1˝�2/.v1˝v2/D �1.v1/˝v2Cv1˝�2.v2/, all v1 2 V1, v2 2 V2:

Let � be a representation of g on V ; then �_ is the representation of g on V _ such that

.�_.x/f /.v/D f .v/�f .�.x/v/; x 2 g, f 2 V _, v 2 V:

The representations of g on finite-dimensional vector spaces form a neutral tannakian cate-
gory Rep.g/ over k, with the forgetful functor as a fibre functor.

On applying Lie to a representation r WG ! GLV of an algebraic group G, we get a
representation

Lie.r/WLie.G/! glV

of Lie.G/ (sometimes denoted dr Wg! glV ).

PROPOSITION 3.40 Let r WG! GLV be a representation of an algebraic group G, and let
W 0 � W be subspaces of V . There exists an algebraic subgroup GW 0;W of G such that
GW 0;W .R/ consists of the elements of GL.V .R// stabilizing each ofW 0.R/ andW.R/ and
acting as the identity on the quotient W.R/=W 0.R/; its Lie algebra is

Lie.GW 0;W /D gW 0;W
def
D fx 2 g j Lie.r/.x/ maps W into W 0g.

PROOF. Clearly,
GW 0;W D Ker..GW 0 \GW /! GLW=W 0/:

On applying the functor Lie to this equality, and using 3.20, 3.21, and 3.38, we find that

Lie.GW 0;W /D Ker.gW 0 \gW ! glW=W 0/,

which equals gW 0;W . 2

Applied to a subspace W of V and the subgroups

NG.W /DGW;W D .R fg 2G.R/ j gW.R/�W.R/g/

CG.W /DGf0g;W D .R g 2G.R/ j gx D x for all x 2W.R/g/

of G, (3.40) shows that

Lie.NG.W //D ng.W /
def
D fx 2 g j x.W /�W g (69)

Lie.CG.W //D cg.W /
def
D fx 2 g j x.W /D 0g: (70)

Assume that G is connected. Then W is stable under G (i.e., NG.W /D G) if and only if
it is stable under g, and its elements are fixed by G if and only if they are fixed (i.e., killed)
by g. It follows that V is simple or semisimple as a representation of G if and only if it is
so as a representation of Lie.G/.
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PROPOSITION 3.41 Let G be an algebraic group with Lie algebra g. If G is connected,
then the functor Rep.G/! Rep.g/ is fully faithful.

PROOF. Let V and W be representations of G. Let ˛ be a k-linear map V !W , and let ˇ
be the element of V _˝W corresponding to ˛ under the isomorphism Homk-linear.V;W /'

V _˝k W . Then ˛ is a homomorphism of representations of G if and only if ˇ is fixed
by G. Since a similar statement holds for g, the claim follows from (70) applied to the
subspace W spanned by ˇ. 2

In fact, r  dr is a fully faithful, exact, tensor functor

Rep.G/! Rep.g/:

Let Gg be the Tannaka dual of Rep.g/. Then we get a canonical homomorphism

G!Gg

of affine groups over k.

Algebraic Lie algebras
A Lie algebra is said to be algebraic if it is the Lie algebra of an affine algebraic group. A
sum of algebraic Lie algebras is algebraic. Let gD Lie.G/, and let h be a Lie subalgebra
of g. The intersection of the algebraic Lie subalgebras of g containing h is again algebraic
(see 3.20) — it is called the algebraic envelope or hull of h.

Let h be a Lie subalgebra of glV . A necessary condition for h to be algebraic is that the
semisimple and nilpotent components of each element of h (as an endomorphism of glV /
lie in h. However, this condition is not sufficient, even in characteristic zero.

Let h be a Lie subalgebra of glV over a field k of characteristic zero. We explain how to
determine the algebraic hull of h. For any X 2 h, let g.X/ be the algebraic hull of the Lie
algebra spanned by X . Then the algebraic hull of h is the Lie subalgebra of glV generated
by the g.X/, X 2 h. In particular, h is algebraic if and only if each X is contained in an
algebraic Lie subalgebra of h. Write X as the sum S CN of its semisimple and nilpotent
components. Then g.N / is spanned by N , and so it remains to determine g.X/ when X is
semisimple. For some finite extension L of k, there exists a basis of L˝V for which the
matrix of X is diag.u1; : : : ;un/. Let W be the subspace Mn.L/ consisting of the matrices
diag.a1; : : : ;an/ such thatX

i
ciui D 0, ci 2 L H)

X
i
ciai D 0,

i.e., such that the ai satisfy every linear relation over L that the ui do. Then the map

glV ! L˝glV 'Mn.L/

induces maps
g.X/! L˝g.X/'W;

which determine L˝g.X/. See Chevalley 1951 (also Fieker and de Graaf 2007 where it is
explained how to implement this as an algorithm).
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A
3.42 See (1.25) for a five-dimensional solvable Lie algebra that is not algebraic.

NOTES Should prove the statements in this section (not difficult). They are important for the struc-
ture of semisimple algebraic groups and their representations.

NOTES EOM Lie algebra, algebraic: A Lie algebra is said to be algebraic if it is the Lie algebra of
an algebraic group. For a Lie subalgebra g of glV (V a finite-dimensional vector space over k), there
exists a smallest algebraic Lie subalgebra of glV containing g (called the of g). Over an algebraically
closed field, an algebraic Lie algebra contains the semisimple and nilpotent components s and n of
any element. This condition determines the so-called almost-algebraic Lie algebras. However, it
is not sufficient in order that g be an algebraic Lie algebra. In the case of a field of characteristic
0, a necessary and sufficient condition for a Lie algebra g to be algebraic is that, together with
s D diag.s1; : : : ; sm/ and n, all operators of the form �.s/D diag.�.s1/; : : : ;�.sn// should lie in g,
where is an arbitrary Q-linear mapping from k into k. The structure of an algebraic algebra has
been investigated (G.B. Seligman, Modular Lie algebras, Springer, 1967) in the case of a field of
characteristic p > 0. (See also Tauvel and Yu 2005, 24.5–24.8.)

4 Semisimple algebraic groups
In this section we explain the relation between semisimple algebraic groups and semisimple
Lie algebras. Specifically, for any semisimple Lie algebra g,

Rep.G/D Rep.g/

for some semisimple algebraic group G with Lie algebra g; moreover, X�.ZG/' P=Q:

Basic theory
PROPOSITION 4.1 A connected algebraic group G is semisimple if and only if its Lie
algebra is semisimple.

PROOF. Suppose that Lie.G/ is semisimple, and let N be a normal commutative subgroup
of G. Then Lie.N / is a commutative ideal in Lie.G/ (by 3.31, 3.34), and so it is zero. This
implies that N is finite (3.16).

Conversely, suppose that G is semisimple, and let n be a commutative ideal in g. When
G acts on g through the adjoint representation, the Lie algebra of H def

D CG.n/ is

hD fx 2 g j Œx;n�D 0g ((70), p.132),

which contains n. Because n is an ideal, so is h:

Œx;n�D 0; y 2 g H) ŒŒy;x�;n�D Œy; Œx;n��� Œx; Œy;n��D 0:

Therefore H ı is normal in G by (3.31), which implies that its centre Z.H ı/ is normal in
G. Because G is semisimple, Z.H ı/ is finite, and so z.h/ D 0 by (3.33). But z.h/ � n,
and so nD 0. 2
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A 4.2 The similar statement is false with “reductive” for “semisimple”. For example, both
Gm and Ga have Lie algebra k, which is reductive, but only Gm is reductive. The Lie
algebra of a reductive group G is reductive (because G D ZG �DG), and every reductive
Lie algebra is the Lie algebra of a reductive algebraic group, but the Lie algebra of an
algebraic group can be reductive without the group being reductive.

A
4.3 The Lie algebra of a semisimple (even simple) algebraic group need not be semisim-

ple. For example, in characteristic 2, SL2 is simple but its Lie algebra sl2 is not semisimple

COROLLARY 4.4 The Lie algebra of the radical of a connected algebraic group G is the
radical of the Lie algebra of g; in other words, Lie.R.G//D r.Lie.G//.

PROOF. Because Lie is an exact functor (3.29), the exact sequence

1!RG!G!G=RG! 1

gives rise to an exact sequence

0! Lie.RG/! g! Lie.G=RG/! 0

in which Lie.RG/ is solvable (obviously) and Lie.G=RG/ is semisimple. The image in
Lie.G=RG/ of any solvable ideal in g is zero, and so Lie.RG/ is the largest solvable ideal
in g. 2

A connected algebraic group G is simple if it is noncommutative and has no proper
normal algebraic subgroups ¤ 1, and it is almost simple if it is noncommutative and has
no proper normal algebraic subgroups except for finite subgroups. An algebraic group G is
said to be the almost-direct product of its algebraic subgroups G1; : : : ;Gn if the map

.g1; : : : ;gn/ 7! g1 � � �gnWG1� � � ��Gn!G

is a surjective homomorphism with finite kernel; in particular, this means that the Gi com-
mute with each other and each Gi is normal in G.

THEOREM 4.5 Every connected semisimple algebraic group G is an almost-direct product

G1� � � ��Gr !G

of its minimal connected normal algebraic subgroups. In particular, there are only finitely
many such subgroups. Every connected normal algebraic subgroup of G is a product of
those Gi that it contains, and is centralized by the remaining ones.

PROOF. Because Lie.G/ is semisimple, it is a direct sum of its simple ideals (I, 4.17):

Lie.G/D g1˚�� �˚gr :

Let G1 be the identity component of CG.g2˚�� �˚gr/. Then

Lie.G1/
(70), p.132
D cg.g2˚�� �˚gr/D g1;
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which is an ideal in Lie.G/, and soG1 is normal inG by (3.31a). IfG1 had a proper normal
nonfinite algebraic subgroup, then g1would have an ideal other than g1 and 0, contradicting
its simplicity. Therefore G1 is almost-simple. Construct G2; : : : ;Gr similarly. Because
Œgi ;gj �D 0, the groups Gi and Gj commute. The subgroup G1 � � �Gr of G has Lie algebra
g, and so equals G (by 3.18). Finally,

Lie.G1\ : : :\Gr/
.3:19/
D g1\ : : :\gr D 0

and so G1\ : : :\Gr is finite (3.16).
Let H be a connected algebraic subgroup of G. If H is normal, then LieH is an ideal,

and so it is a direct sum of those gi it contains and centralizes the remainder (I, 4.17). This
implies that H is a product of those Gi it contains, and centralizes the remainder. 2

COROLLARY 4.6 An algebraic group is semisimple if and only if it is an almost direct
product of almost-simple algebraic groups.

COROLLARY 4.7 All nontrivial connected normal subgroups and quotients of a semisim-
ple algebraic group are semisimple.

PROOF. They are almost-direct products of almost-simple algebraic groups. 2

COROLLARY 4.8 A semisimple group has no commutative quotients¤ 1.

PROOF. This is obvious for simple groups, and the theorem then implies it for semisimple
groups. 2

DEFINITION 4.9 A split semisimple algebraic group is a pair .G;T / consisting of a semisim-
ple algebraic group G and a split maximal torus T .

We say that a semisimple algebraic groupG is split9 if it contains a split maximal torus.

LEMMA 4.10 If T is a split torus inG, then Lie.T / is a commutative subalgebra of Lie.G/
consisting of semisimple elements.

PROOF. Certainly Lie.T / is commutative. Let .V;rV / be a faithful representation of G.
Then .V;rV / decomposes into a direct sum

L
�2X�.T /V�, and Lie.T / acts (semisimply)

on each factor V� through the character d�. As .V;drV / is faithful, this shows that Lie.T /
consists of semisimple elements. 2

Rings of representations of Lie algebras
Let g be a Lie algebra over k. A ring of representations of g is a collection of representa-
tions of g that is closed under the formation of direct sums, subquotients, tensor products,
and duals. An endomorphism of such a ring R is a family

˛ D .˛V /V 2R; ˛V 2 Endk-linear.V /;

such that
9Bourbaki says splittable.
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˘ ˛V˝W D ˛V ˝ idW C idV ˝˛W for all V;W 2R,
˘ ˛V D 0 if g acts trivially on V , and
˘ for any homomorphism ˇWV !W of representations in R,

˛W ıˇ D ˛V ıˇ:

The set gR of all endomorphisms of R becomes a Lie algebra over k (possibly infinite-
dimensional) with the bracket

Œ˛;ˇ�V D Œ˛V ;ˇV �:

EXAMPLE 4.11 (IWAHORI 1954) Let k be an algebraically closed field, and let g be k
regarded as a one-dimensional Lie algebra. To give a representation of g on a vector space
V is the same as giving an endomorphism ˛ of V , and so the category of representations of
g is equivalent to the category of pairs .kn;A/; n 2 N, with A an n�n matrix. It follows
that to give an endomorphism of the ring R of all representations of g is the same as giving
a map A 7! �.A/ sending a square matrix A to a matrix of the same size and satisfying
certain conditions. A pair .g;c/ consisting of an additive homomorphism gWk! k and an
element c of k defines a � as follows:

˘ �.S/DU diag.ga1; : : : ;gan/U�1 if � is the semisimple matrixU diag.a1; : : : ;an/U�1;
˘ �.N /D cN if N is nilpotent;
˘ �.A/ D �.S/C�.N / if A D S CN is the decomposition of A into its commuting

semisimple and nilpotent parts.

Moreover, every � arises from a unique pair .g;c/. Note that gR has infinite dimension.

Let R be a ring of representations of a Lie algebra g. For any x 2 g, .rV .x//V 2R is an
endomorphism of R, and x 7! .rV .x// is a homomorphism of Lie algebras g! gR.

LEMMA 4.12 If R contains a faithful representation of g, then the homomorphism g! gR
is injective.

PROOF. For any representation .V;rV / of g, the composite

g
x 7!.rV .x//
��������! gR

� 7!�V
�����! gl.V /:

is rV . Therefore, g! gR is injective if rV is injective. 2

PROPOSITION 4.13 Let G be an affine group over k, and let R be the ring of representa-
tions of Lie.G/ arising from a representation of G. Then gR ' Lie.G/; in particular, gR
depends only on Gı.

PROOF. By definition, Lie.G/ is the kernel of G.kŒ"�/! G.k/. Therefore, to give an
element of Lie.G/ is the same as to give a family of kŒ"�-linear maps

idV C˛V "WV Œ"�! V Œ"�

indexed by V 2R satisfying the three conditions of (2.7). The first of these conditions says
that

idV˝W C˛V˝W "D .idV C˛V "/˝ .idW C˛W "/;
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i.e., that
˛V˝W D idV ˝˛W C˛V ˝ idW :

The second condition says that
˛11 D 0;

and the third says that the ˛V commute with allG-morphisms (D g-morphisms). Therefore,
to give such a family is the same as to give an element .˛V /V 2R of gR. 2

PROPOSITION 4.14 Let g be a Lie algebra, and let R be a ring of representations of g. The
canonical map g! gR is an isomorphism if and only if g is the Lie algebra of an affine
group G whose identity component is algebraic and R is the ring of representations of g
arising from a representation of G.

PROOF. On applying (2.24) to the full subcategory of Rep.g/ whose objects are those in R
and the forgetful functor, we obtain an affine group G such that Rep.G/ DR; moreover,
Lie.G/ ' gR (by (4.13). If g! gR is an isomorphism, then Gı is algebraic because its
Lie algebra is finite-dimensional. This proves the necessity, and the sufficiency follows
immediately from (4.13). 2

COROLLARY 4.15 Let g! gl.V / be a faithful representation of g, and let R.V / be the
ring of representations of g generated by V . Then g! gR.V / is an isomorphism if and only
if g is algebraic, i.e., the Lie algebra of an algebraic subgroup of GLV .

PROOF. Immediate consequence of the proposition. 2

4.16 Let R be the ring of all representations of g. When g! gR is an isomorphism we
says that Tannaka duality holds for g. It follows from (5.31) that Tannaka duality holds
for semisimple g. On the other hand, Example 4.11 shows that Tannaka duality fails when
Œg;g�¤ g, and even that gR has infinite dimension in this case. Note that if Tannaka duality
holds for g, then elements in g have a Jordan decomposition.

EXAMPLE 4.17 Let g be a one-dimensional Lie algebra over an algebraically closed field
k. The affine group attached to Rep.g/ is D.M/�Ga where M is k regarded as an
additive commutative group (see 1.10). In other words, D.M/ represents the functor
R Hom.M;R�/ (homomorphisms of commutative groups). This follows from Iwahori’s
result (4.11). Note that M is not finitely generated as a commutative group, and so D.M/

is not an algebraic group.
The large number of representations of g reflect the fact that it can be realized as the Lie

algebra of an algebraic group in many different ways.

NOTES Let g! gl.V / be a faithful representation of g, and let R.V / be the ring of representations
of g generated by V . When is g! gR.V / an isomorphism? It follows easily from (3.40) that it is,
for example, when gD Œg;g� (cf. Borel 1999, II, 7.9). In particular, g! gR.V / is an isomorphism
when g is semisimple. For a commutative Lie group G, g! gR.V / is an isomorphism if and only if
g! gl.V / is a semisimple representation and there exists a lattice in g on which the characters of g
in V take integer values. For the Lie algebra in I, 1.25, g! gR.V / is never an isomorphism.
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An adjoint to the functor Lie
Let g be a Lie algebra, and let R be the ring of all representations of g . We define G.g/
to be the Tannaka dual of the neutral tannakian category .Rep.g/; forget/. Recall (2.24)
that this means that G.g/ is the affine group whose R-points for any k-algebra R are the
families

�D .�V /V 2R; �V 2 EndR-linear.V .R//;

such that

˘ �V˝W D �V ˝�W for all V 2RI
˘ if V is the trivial representation of g (i.e., xV D 0 for all x 2 g), then �V D idV ;
˘ for every g-homomorphism ˇWV !W ,

�W ıˇ D ˇ ı�V :

For each V 2R, there is a representation rV of G.g/ on V defined by

rV .�/v D �V v; � 2G.g/.R/; v 2 V.R/; R a k-algebra,

and V  .V;rV / is an equivalence of categories

Rep.g/
�
�! Rep.G.g//: (71)

LEMMA 4.18 The homomorphism �Wg! Lie.G.g// is injective, and the composite of the
functors

Rep.G.g//
.V;r/ .V;Lie.r//
�����������! Rep.Lie.G.g///

�_

��! Rep.g/ (72)

is an equivalence of categories.

PROOF. According to (4.13), Lie.G.g//' gR, and so the first assertion follows from (4.12)
and Ado’s theorem (I, 6.27). The composite of the functors in (72) is a quasi-inverse to the
functor in (71). 2

LEMMA 4.19 The affine group G.g/ is connected.

PROOF. When g is one-dimensional, we computed G.g/ in (4.17) and found it to be con-
nected.

For a general g, we have to show that only a trivial representation of g has the property
that the category of subquotients of direct sums of copies of the representation is stable
under tensor products (see AGS, XII, 1.5). When g is semisimple, this follows from (I,
9.1).

Let V be a representation of g with the above property. It follows from the one-
dimensional case that the radical of g acts trivially on V , and then it follows from the
semisimple case that g itself acts trivially. 2

PROPOSITION 4.20 The pair .G.g/;�/ is universal: for any algebraic group H and k-
algebra homomorphism aWg! Lie.H/, there is a unique homomorphism bWG.g/! H

such that aD Lie.b/ı�:
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G.g/ g Lie.G.g//

Lie

H Lie.H/:

9Šb

�

a Lie.b/

In other words, the map sending a homomorphism bWG.g/! H to the homomorphism
Lie.b/ı�Wg! Lie.H/ is a bijection

Homaffine groups.G.g/;H/! HomLie algebras.g;Lie.H//: (73)

If a is surjective and Rep.G.g// is semisimple, then b is surjective.

PROOF. From a homomorphism bWG.g/!H , we get a commutative diagram

Rep.H/ Rep.G.g//

Rep.Lie.H// Rep.g/

b_

fully faithful '.4:18/

a_

a
def
D Lie.b/ı�:

If a D 0, then a_ sends all objects to trivial objects, and so the functor b_ does the
same, which implies that the image of b is 1. Hence (73) is injective.

From a homomorphism aWg! Lie.H/, we get a tensor functor

Rep.H/! Rep.Lie.H//
a_

�! Rep.g/' Rep.G.g//

and hence a homomorphism G.g/!H , which acts as a on the Lie algebras. Hence (73) is
surjective.

If a is surjective, then a_ is fully faithful, and so Rep.H/!Rep.G.g// is fully faithful,
which implies that G.g/!G is surjective by (2.14a). 2

PROPOSITION 4.21 For any finite extension k0 � k of fields, G.gk0/'G.g/k0 .

PROOF. More precisely, we prove that the pair .G.g/k0 ;�k0/ obtained from .G.g/;�/ by
extension of the base field has the universal property characterizing .G.gk0/;�/. Let H be
an algebraic group over k0, and let H� be the group over k obtained from H by restriction
of the base field (see AGS V). Then

Homk0.G.g/k0 ;H/' Homk.G.g/;H�/ (universal property of H�)

' Homk.g;Lie.H�// (4.20)

' Homk0.gk0 ;Lie.H//:

For the last isomorphism, note that

Lie.H�/
def
D Ker.H�.kŒ"�/!H�.k//' Ker.H.k0Œ"�/!H.k0//

def
D Lie.H/:
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In other words, Lie.H�/ is Lie.H/ regarded as a Lie algebra over k (instead of k0), and the
isomorphism is simply the canonical isomorphism in linear algebra,

Homk-linear.V;W /' Homk0-linear.V ˝k k
0;W /

(V;W vector spaces over k and k0 respectively). 2

The next theorem shows that, when g is semisimple, G.g/ is a semisimple algebraic
group with Lie algebra g, and any other semisimple group with Lie algebra g is a quotient
of G.g/; moreover, the centre of G.g/ has character group P=Q.

THEOREM 4.22 Let g be a semisimple Lie algebra.

(a) The homomorphism �Wg! Lie.G.g// is an isomorphism.
(b) The affine group G.g/ is a semisimple algebraic group.
(c) For any algebraic group H and isomorphism aWg! Lie.H/, there exists a unique

isogeny bWG.g/!H ı such that aD Lie.b/ı�:

G.g/

H

9Šb

g Lie.G.g//

Lie.H/:

�

a Lie.b/

(d) Let Z be the centre of G.g/. Then X�.Z/' P=Q, i.e., Z 'D.P=Q/.

PROOF. (a) Because Rep.G.g// is semisimple,G.g/ is reductive (2.13). Therefore Lie.G.g//
is reductive, and so Lie.G.g// D �.g/� a� c with a is semisimple and c commutative (I,
4.17; I, 6.2). If a or c is nonzero, then there exists a nontrivial representation r of G.g/
such that Lie.r/ is trivial on g. But this is impossible because � defines an equivalence
Rep.G.g//! Rep.g/.

(b) Now G.g/ is semisimple because its Lie algebra is semisimple.
(c) Proposition 4.20 shows that there exists a unique homomorphism b such that a D

Lie.b/ı�, which is an isogeny because Lie.b/ is an isomorphism (3.30).
(d) In (4.26) below, we show that if g is split, then X�.Z/ ' P=Q (as commutative

groups). As g splits over kal, this implies (d). 2

REMARK 4.23 The isomorphismX�.Z/'P=Q in (d) commutes with the natural actions
of Gal.kal=k/.

NOTES Need to examine what g G.g/ does to normalizers and centralizers. For example, show
that, if T is a torus in a reductive algebraic group G, then G.ct.g// D CT .G/, which is therefore
connected.
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Applications
THEOREM 4.24 (Jacobson-Morosov) Let G be a semisimple algebraic group. Regard Ga

as a subgroup of SL2 via the map a 7!

 
1 a

0 1

!
. Every nontrivial homomorphism 'WGa!

G extends to a homomorphism SL2! G; moreover, any two extensions are conjugate by
an element of G.k/.

PROOF. Consider d'Wk! g. Because g is semisimple, the image of k is nilpotent in g.
Therefore, (8.33) d' extends uniquely to a homomorphism sl2! g. From

Rep.G/! Rep.g/! Rep.sl2/' Rep.SL2/

we obtain the required homomorphism SL2 ! G. The uniqueness also follows from
(8.33). 2

NOTES Cf. Borel II, 7, and mo22186

THEOREM 4.25 The centralizer of a reductive subgroup of reductive group is reductive.

PROOF. Let H be a reductive subgroup of a reductive group G, and let U be the unipotent
radical of CG.H/. It suffices to show that every homomorphism f WGa ! U is trivial.
The homomorphism Ga�H !G extends to a homomorphism SL2�H !G. Therefore,
f extends to a homomorphism f 0WSL2! CG.H/. The composite of f with CG.H/!
CG.H/=U is trivial, and so the same is true of f 0, i.e., f 0.SL2/�U . Therefore f 0.SL2/D
1. Cf. André and Kahn 2002, 20.1.1. 2

NOTES (mo114243) Let G be a reductive algebraic group over an algebraically closed field (of
characteristic zero if it matters) and H a subgroup, also reductive. Is the identity component of the
normalizer of H in G always reductive?

The answer is yes, at least in characteristic zero. There is a Theorem of Mostow which says that
G may be viewed as a subgroup of GLn such that the restriction of the Cartan involution ofGLn.C /
to G and H gives Cartan involutions on G and H . Therefore, the normaliser NG.H/ of H in G is
also invariant under this Cartan involution. Hence it is reductive.

Split semisimple algebraic groups
Let .g;h/ be a split semisimple Lie algebra, and let P and Q be the corresponding weight
and root lattices. The action of h on a g-module V decomposes it into a direct sum
V D

L
$2P V$ of weight spaces. Let D.P / be the diagonalizable group attached to P

(1.10). Thus D.P / is a split torus such that Rep.D.P // has a natural identification with
the category of P -graded vector spaces. The functor .V;rV / 7! .V;.V$ /!2P / is an exact
tensor functor Rep.g/! Rep.D.P // compatible with the forgetful functors, and hence
defines a homomorphism D.P /!G.g/. Let T .h/ be the image of this homomorphism.

THEOREM 4.26 With the above notations:

(a) The group T .h/ is a split maximal torus in G.g/, and � restricts to an isomorphism
h! Lie.T .h//.

(b) The map D.P /! T .h/ is an isomorphism; therefore, X�.T .h//' P .
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(c) The centre of G.g/ is contained in T .h/ and equals\
˛2R

Ker.˛WT .h/!Gm/

(and so has character group P=Q).

PROOF. (a) The torus T .h/ is split because it is the quotient of a split torus. Certainly,
� restricts to an injective homomorphism h! Lie.T .h//. It must be surjective because
otherwise h wouldn’t be a Cartan subalgebra of g. The torus T .h/must be maximal because
otherwise h wouldn’t be equal to its normalizer.

(b) Let V be the representation
L
V$ of g where $ runs through a set of fundamental

weights. Then G.g/ acts on V , and the map D.P /! GL.V / is injective. Therefore,
D.P /! T .h/ is injective.

(c) A gradation on Rep.g/ is defined by a homomorphism P !M.PCC/ (see I, 9.6),
and hence by a homomorphism D.M.PCC//! T .h/. This shows that the centre of G.g/
is contained in T .h/. The kernel of the adjoint map AdWG.g/!GLg is the centre Z.G.g//
of G.g/ (see 3.36), and so the kernel of Ad jT .h/ is Z.G.g//\T .h/DZ.G.g//. But

Ker.Ad jT .h//D
\
˛2R

Ker.˛/;

so Z.G.g// is as described. 2

LEMMA 4.27 The following conditions on a subtorus T of a semisimple algebraic group
G are equivalent;

(a) T is a maximal torus in G;
(b) Tkal is a maximal torus in Gkal ;
(c) T D CG.T /ı;
(d) t is a Cartan subalgebra of g.

PROOF. (c))(a). Obvious.
(a))(d). Let T be a torus in G, and let G! GLV be a faithful representation of G.

After we have extended k, V will decompose into a direct sum
L
�2X�.T /V�, and Lie.T /

acts (semisimply) on each factor V� through the character Lie.�/. As g! glV is faithful,
this shows that t consists of semisimple elements. Hence t is toral. Any toral subalgebra of
g containing t arises from a subtorus of G, and so t is maximal.

(d))(c). Because t is a Cartan subalgebra, tD cg.t/ (see I, 8.14). As Lie.CG.T //D
cg.t/, we see that T and CG.T / have the same Lie algebra, and so T D CG.T /ı.

(b),(a). This follows from the equivalence of (a) and (d) and the fact that t is a Cartan
subalgebra of g if and only if tkal is a Cartan subalgebra of gkal . 2

DEFINITION 4.28 A split semisimple algebraic group is a pair .G;T / consisting of a
semisimple algebraic group G and a split maximal torus T .

More loosely, we say that a semisimple algebraic group is split if it contains a split
maximal torus.10

10Caution: a semisimple algebraic group always contains a maximal split torus, but that torus may not be
maximal among all tori, and hence not a split maximal torus.
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THEOREM 4.29 Let T and T 0 be split maximal tori in a semisimple algebraic group G.
Then T 0 D gTg�1 for some g 2G.k/:

PROOF. We may set G D G.g/ with g the semisimple Lie algebra Lie.G/. Let x be a
nilpotent element of g. For any representation .V;rV / of g, erV .x/ 2 G.g/.k/. According
to (I, 8.24), there exist nilpotent elements x1; : : : ;xm in g such that

ead.x1/ � � �ead.xm/Lie.T /D Lie.T 0/:

Let g D ead.x1/ � � �ead.xm/; then gTg�1 D T 0 because they have the same Lie algebra. 2

Classification
We can now read off the classification theorems for split semisimple algebraic groups from
the similar theorems for split semisimple Lie algebras.

Let .G;T / be a split semisimple algebraic group. Because T is diagonalizable, the
k-vector space g decomposes into eigenspaces under its action:

gD
M

˛2X�.T /

g˛:

The roots of .G;T / are the nonzero ˛ such that g˛ ¤ 0. Let R be the set of roots of .G;T /.

PROPOSITION 4.30 The set of roots of .G;T / is a reduced root systemR in V def
DX�.T /˝

Q; moreover,
Q.R/�X�.T /� P.R/: (74)

PROOF. Let gD LieG and hD LieT . Then .g;h/ is a split semisimple Lie algebra, and,
when we identify V with a Q-subspace of h_ ' X�.T /˝k, the roots of .G;T / coincide
with the roots of .g;h) and so (74) holds. 2

By a diagram .V;R;X/, we mean a reduced root system .V;R/ over Q and a lattice X
in V that is contained between Q.R/ and P.R/.11

THEOREM 4.31 (EXISTENCE) Every diagram arises from a split semisimple algebraic
group over k.

More precisely, we have the following result.

THEOREM 4.32 Let .V;R;X/ be a diagram, and let .g;h/ be a split semisimple Lie algebra
over k with root system .V ˝ k;R/ (see I, 8.60). Let Rep.g/X be the full subcategory
of Rep.g/ whose objects are those whose simple components have highest weight in X .
Then Rep.g/X is a tannakian subcategory of Rep.g/, and there is a natural tensor functor
Rep.g/X ! Rep.D.X// compatible with the forgetful functors. The Tannaka dual .G;T /
of this functor is a split semisimple algebraic group with diagram .V;R;X/.

11A diagram is essentially the same as a semisimple root datum — see my notes Reductive Groups, I, �5.
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In more detail: the pair .Rep.g/X ; forget/ is a neutral tannakian category, with Tannaka
dual G say; the pair .Rep.D.X/; forget/ is a neutral tannakian category, with Tannaka dual
D.X/; the tensor functor

.Rep.g/X ; forget/! .Rep.D.X/; forget/

defines an injective homomorphism

D.X/!G;

whose image we denote T . Then .G;T / is split semisimple group with diagram .V;R;X/.

PROOF. When X DQ, .G;T / D .G.g/;T .h//, and the statement follows from Theorem
4.26. For an arbitrary X , let

N D
\

�2X=Q
Ker.�WZ.G.g//!Gm/:

Then Rep.g/X is the subcategory of Rep.g/ on which N acts trivially, and so it is a tan-
nakian category with Tannaka dual G.g/=N (see AGS, VIII, 15.1). Now it is clear that
.G.g/=N;T .h/=N / is the Tannaka dual of Rep.g/X ! Rep.D.X//, and that it has dia-
gram .V;R;X/. 2

THEOREM 4.33 (ISOGENY) Let .G;T / and .G0;T 0/ be split semisimple algebraic groups
over k, and let .V;R;X/ and .V;R0;X 0/ be their associated diagrams. Any isomorphism
V ! V 0 sending R onto R0 and X into X 0 arises from an isogeny G!G0 mapping T onto
T 0.

PROOF. Let .g;h/ and .g0;h0/ be the split semisimple Lie algebras of .G;T / and .G0;T 0/.
An isomorphism V ! V 0 sending R onto R0 and X into X 0 arises from an isomorphism

.g;h/
ˇ
�! .g0;h0/ (see 8.61). Now ˇ defines an exact tensor functor Rep.g0/X

0

!Rep.g/X ,
and hence a homomorphism ˛WG!G0, which has the required properties. 2

PROPOSITION 4.34 Let .G;T / be a split semisimple algebraic group. For each root ˛ of
.G;T / and choice of a nonzero element of g˛, there a unique homomorphism

'WSL2!G

such that Lie.'/ is the inclusion s˛! g of (I, 8.31).

PROOF. From the inclusion s˛! g we get a tensor functor Rep.g/! Rep.s˛/, and hence
a tensor functor Rep.G/! Rep.SL2/; this arises from a homomorphism SL2!G. 2

The image U˛ of U2 under ' is called the root group of ˛. It is uniquely determined by
having the following properties: it is isomorphic toGa, and for any isomorphism u˛WGa!
U˛;

t �u˛.a/ � t
�1
D u˛.˛.t/a/; a 2 k; t 2 T .k/:

NOTES To be continued — there is much more to be said. In particular, we need to determine the
algebraic subalgebras of g, so that we can read off everything about the algebraic subgroups of G in
terms of the subalgebras of g (and hence in terms of the root system of .G;T /).
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NOTES Indeed, it is my intention to complete Chapter I, and then simply read off the corresponding
results for semisimple algebraic groups. However, it will also be useful to work out the theory of
split reductive group ab initio using only the key result (4.22).

NOTES Can we replace the condition that g be semisimple with the condition that gD Œg;g� through-
out? Or just that g is algebraic?

5 Reductive groups

Split reductive groups
We develop the theory of split reductive group ab initio using only the key result (4.22)

Root data

DEFINITION 5.1 A root datum is a triple RD .X;R;f / where X is a free abelian group
of finite rank, R is a finite subset of X , and f is an injective map ˛ 7! ˛_ from R into the
dual X_ of X , satisfying

(rd1) h˛;˛_i D 2 for all ˛ 2R;
(rd2) s˛.R/�R for all ˛ 2R, where s˛ is the homomorphism X !X defined by

s˛.x/D x�hx;˛
_
i˛; x 2X , ˛ 2R;

(rd3) the group of automorphisms W.R/ of X generated by the s˛ for ˛ 2R is finite.

Note that (rd1) implies that
s˛.˛/D�˛;

and that the converse holds if ˛ ¤ 0. Moreover, because s˛.˛/D�˛,

s˛.s˛.x//D s˛.x�hx;˛
_
i˛/D .x�hx;˛_i˛/�hx;˛_is˛.˛/D x;

i.e.,
s2˛ D 1:

Clearly, also s˛.x/ D x if hx;˛_i D 0. Thus, s˛ should be considered an “abstract re-
flection in the hyperplane orthogonal to ˛_”. The elements of R and R_ are called the
roots and coroots of the root datum (and ˛_ is the coroot of ˛). The group W D W.R/
of automorphisms of X generated by the s˛ for ˛ 2 R is called the Weyl group of the root
datum.

The roots of a split reductive group

Now let .G;T / be a split reductive group. The adjoint representation of G on g induces an
action of T on g. Because T is split, g decomposes into a direct sum of eigenspaces

g˛
def
D fx 2 g j Ad.t/x D ˛.t/x all t 2 T .k/g.

Let RDR.G;T / be the set of nonzero characters of T such that g˛ is nonzero. Then

gD h˚
M

˛2R
g˛

with hD Lie.T /.
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The Weyl group of .G;T /

LEMMA 5.2 Let T be a torus in a connected algebraic groupG. ThenNG.T /ıDCG.T /ı.

PROOF. Certainly, NG.T / � CG.T / and NG.T /ı � CG.T /ı. However, NG.T /ı acts
trivially on T (by rigidity 1.13), and so NG.T /ı � CG.T /ı. 2

Let .G;T / be a split reductive group. The Weyl group of .G;T / is

W.G;T /DNG.T /.k/=CG.T /.k/:

If k is infinite, then T .k/ is dense in T , and

W.G;T /DNG.k/.T .k//=CG.k/.T .k//:

The lemma shows that W.G;T / is finite.

EXAMPLE 5.3 Let G D SL2 and T be the subgroup of diagonal elements. In this case,
CG.T /D T but

NG.T /D

( 
a 0

0 a�1

!)
[

( 
0 a�1

�a 0

!)
:

Therefore W.G;T /D f1;sg where s is represented by the matrix nD

 
0 1

�1 0

!
. Note that

n

 
a 0

0 a�1

!
n�1 D

 
0 1

�1 0

! 
a 0

0 a�1

! 
0 �1

1 0

!
D

 
a�1 0

0 a

!
,

and so
sdiag.a;a�1/D diag.a�1;a/:

EXAMPLE 5.4 Let G D GLn and T D Dn. In this case, CG.T /D T but NG.T / contains
the permutation matrices (those obtained from I by permuting the rows). For example, let
E.ij / be the matrix obtained from I by interchanging the i th and j th rows. Then

E.ij / �diag.� � �ai � � �aj � � �/ �E.ij /�1 D diag.� � �aj � � �ai � � �/:

More generally, let � be a permutation of f1; : : : ;ng, and let E.�/ be the matrix obtained
by using � to permute the rows. Then � 7! E.�/ is an isomorphism from Sn onto the set
of permutation matrices, and conjugating a diagonal matrix by E.�/ simply permutes the
diagonal entries. The E.�/ form a set of representatives for CG.T /.k/ in NG.T /.k/, and
so W.G;T /' Sn.

LEMMA 5.5 Let .G;T / be a split reductive group. The action of W.G;T / on X�.T /
stabilizes R.

PROOF. Let s 2W.G;T /, and let n 2G.k/ represent s. Then s acts on X�.T / (on the left)
by

.s�/.t/D �.n�1tn/; t 2 T .kal/:

Let ˛ be a root. Then, for x 2 .g˛/kal and t 2 T .kal/,

t .nx/D n.n�1tn/x D s.˛.s�1ts/x/D ˛.s�1ts/sx;

and so T acts on sg˛ through the character s˛, which must therefore be a root. 2
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The root datum of .G;T /

PROPOSITION 5.6 Let .G;T / be a split reductive group, and let ˛ be a root of .G;T /.

(a) There exists a unique subgroup U˛ of G isomorphic to Ga such that, for any isomor-
phism u˛WGa! U˛,

t �u˛.a/ � t
�1
D u˛.˛.t/a/, all t 2 T .R/, a 2G.R/:

(b) Let T˛ D Ker.˛/ı, and let G˛ be centralizer of T˛ in G. Then W.G˛;T / contains
exactly one nontrivial element s˛, and there is a unique ˛_ 2X�.T / such that

s˛.x/D x�hx;˛
_
i˛; for all x 2X�.T /: (75)

Moreover, h˛;˛_i D 2.
(c) The algebraic group G˛ is generated by T , U˛, and U�˛.

The cocharacter ˛_ is called the coroot of ˛, and the group U˛ in (a) is called the root
group of ˛. Thus the root group of ˛ is the unique copy of Ga in G that is normalized by
T and such that T acts on it through ˛.

We prove Proposition 5.6 in the next subsection, after first illustrating it with an exam-
ple, and using it to define the root datum of .G;T /.

EXAMPLE 5.7 Let .G;T /D .GLn;Dn/, and let ˛ D ˛12 D �1��2. Then

T˛ D fdiag.x;x;x3; : : : ;xn/ j xxx3 : : :xn ¤ 1g

and G˛ consists of the invertible matrices of the form0BBBBBBB@

� � 0 0

� � 0 0

0 0 � 0

: : :
:::

0 0 0 � � � �

1CCCCCCCA
:

Clearly

n˛ D

0BBBBBBB@

0 1 0 0

1 0 0 0

0 0 1 0

: : :
:::

0 0 0 � � � 1

1CCCCCCCA
represents the unique nontrivial element s˛ of W.G˛;T /. It acts on T by

diag.x1;x2;x3; : : : ;xn/ 7�! diag.x2;x1;x3; : : : ;xn/:

For x Dm1�1C�� �Cmn�n,

s˛x Dm2�1Cm1�2Cm3�3C�� �Cmn�n

D x�hx;�1��2i.�1��2/:

Thus (75) holds if and only if ˛_ is taken to be �1��2.
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THEOREM 5.8 Let .G;T / be a split reductive group. Let R be the set of roots of .G;T /
and, for ˛ 2 R, let ˛_ be the element of X�.T / defined by 5.6(b). Then .X�.T /;R;˛ 7!
˛_/ is a root datum.

PROOF. Condition (rd1) holds by (b). The s˛ attached to ˛ lies in W.G˛;T / �W.G;T /,
and so stablizes R by the lemma. Finally, all s˛ lie in the Weyl groupW.G;T /, and so they
generate a finite group. 2

From this, and the Borel fixed point theorem, the entire theory of split reductive groups
over fields of characteristic zero follows easily (to be continued).

Proof of Proposition 5.6

LEMMA 5.9 Let g be an abelian Lie group, and let ga be the algebraic group R .gR;C/.
There is a canonical isomorphism

Rep.ga/' Repnil.g/:

PROOF. The representations of Ga are given by pairs .V;˛/ where ˛ is a nilpotent endo-
morphism of the vector space V (AGS VIII, 2.1). When g has dimension 1, the represen-
tations are given by pairs .V;˛/ where ˛ is an endomorphism of V . Thus, in this case, the
statement is obvious. A more general result will be proved in the next section. 2

PROPOSITION 5.10 Let .G;T / be a split reductive group, and let ˛ be a root of .G;T /.
(a) There exists a unique homomorphism of algebraic groups

u˛Wg
˛
a !G

such that
t �u˛.a/ � t

�1
D u˛.˛.t/a/

for all R, t 2 T .R/, a 2G.R/, and Lie.u˛/ is the given inclusion g˛! g.
(b) Let s˛ be the copy of sl2 in g defined by the root ˛ (I, 8.31), and let S˛ be the

algebraic group such that Rep.S˛/D Rep.s˛/. Then there exists a unique homomorphism
of algebraic groups

vWS˛!G

such that Lie.s˛/ is the given inclusion s˛! g.

PROOF. (a) Take u˛ to be the homomorphism dual to

Rep.G/! Rep.g/! Repnil.g˛/' Rep.g˛a /:

The functor Rep.g/! Rep.g˛/ lands in Repnil.g˛/ because it factors through Rep.s˛/.
(b) Take s˛ to be the homomorphim dual to

Rep.G/! Rep.g/! Rep.s˛/D Rep.S˛/: 2

Proposition 5.6 follows easily. For example, s˛ is the element represented by the image

of

 
0 1

1 0

!
under v.
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NOTES The above proof works in characteristic p except for some small p. For example, it is easy
to show that Rep.SL2/' Rep.sl2/ for p ¤ 2. Moreover, the Jacobson-Morozov theorem holds for
p ¤ 2;3;5 (see p.87).

NOTES Alternatively, consider pairs ..g;h/;R/ consisting of a split semisimple Lie algebra .g;h/
and a root datum R whose corresponding root system is that of .g;h/. Use the pair to define a
tannakian category of representations together with a map to a category of graded vector spaces.
Deduce a split reductive group .G;T /. Get all split reductive groups over k in this way.

General reductive groups
The reductive Lie algebras are exactly those that admit a faithful semisimple representa-
tion (I, 6.4). Let g be a reductive Lie group, and let r be its radical. Recall (I, 6.14) that
a representation � of g is semisimple if and only if �jr is semisimple. It follows from
(I, 6.15) that the category of semisimple representations Repss.g/ of g is a tannakian sub-
category of Rep.g/. Choose a lattice � in r, and let Rep0.g/ denote the subcategory of
Repss.g/ consisting of the representations such that the eigenvalues on r are integers. Then
Rep0.g/ D Rep.G/ with G a reductive algebraic group that is “maximal” among those
with Lie algebra g and X�.Z.G// D �; the remaining such algebraic groups with these
correspond to certain subcategories of Rep0.g/. The reductive algebraic groups that arise
in this way from reductive Lie algebras are those whose connected centre is a split torus.
In particular, the reductive algebraic groups that arise from split reductive Lie algebras are
exactly the split reductive groups. By endowing � with an action of the absolute Galois
group of k, we can obtain all reductive algebraic groups over k.

Filtrations of Rep.G/

Let V be a vector space. A homomorphism �WGm! GL.V / defines a filtration

� � � � F pV � F pC1V � �� � ; F pV D
M

i�p
V i ;

of V , where V D
L
i V

i is the grading defined by �.
Let G be an algebraic group over a field k of characteristic zero. A homomorphism

�WGm! G defines a filtration F � on V for each representation .V;r/ of G, namely, that
corresponding to r ı�. These filtrations are compatible with the formation of tensor prod-
ucts and duals, and they are exact in the sense that V 7! Gr�F .V / is exact. Conversely,
any functor .V;r/ 7! .V;F �/ from representations of G to filtered vector spaces compati-
ble with tensor products and duals which is exact in this sense arises from a (nonunique)
homomorphism �WGm!G. We call such a functor a filtration F � of Repk.G/, and a ho-
momorphism �WGm!G defining F � is said to split F �. We write Filt.�/ for the filtration
defined by �.

For each p, we define F pG to be the subgroup of G of elements acting as the identity
map on

L
i F

iV=F iCpV for all representations V of G. Clearly F pG is unipotent for
p � 1, and F 0G is the semidirect product of F 1G with the centralizer Z.�/ of any �
splitting F �.

PROPOSITION 5.11 Let G be a reductive group over a field k of characteristic zero, and
let F � be a filtration of Repk.G/. From the adjoint action of G on g, we acquire a filtration
of g.
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(a) F 0G is the subgroup of G respecting the filtration on each representation of G; it is
a parabolic subgroup of G with Lie algebra F 0g.

(b)F 1G is the subgroup ofF 0G acting trivially on the graded module
L
pF

pV=F pC1V

associated with each representation ofG; it is the unipotent radical ofF 0G, and Lie.F 1G/D
F 1g.

(c) The centralizer Z.�/ of any � splitting F � is a Levi subgroup of F 0G; therefore,
Z.�/' F 0G=F 1G, and the composite x� of � with F 0G! F 0G=F 1G is central.

(d) Two cocharacters � and �0 of G define the same filtration of G if and only if they
define the same group F 0G and x�D x�0; � and �0 are then conjugate under F 1G.

PROOF. Omitted for the present (Saavedra Rivano 1972, especially IV 2.2.5). 2

REMARK 5.12 It is sometimes more convenient to work with ascending filtrations. To turn
a descending filtration F � into an ascending filtrationW�, setWi DF�i ; if � splits F � then
z 7! �.z/�1 splits W . With this terminology, we have W0G DW�1GoZ.�/.

NOTES Need to think more about the subgroups of G, the Lie subalgebras of g, and the quotient
categories of Rep.G/. Given a subgroup H of G, need to look at the category of representations of
H that extend to G. So we get into induction.

6 Algebraic groups with unipotent centre
This section will include the following results (and improvements).

(a) Let V be a vector space over a field k of characteristic zero. There is a natural one-
to-one correspondence between the structures of a nilpotent Lie algebra on V and of
a unipotent algebraic group on the functor R R˝V WAlgk ! Set. Moreover, the
notions of a morphism coincide, and so the category of nilpotent Lie algebras over k
is isomorphic to the category of unipotent algebraic groups over k.

(b) Recall that a Lie algebra is said to be algebraic if it is the Lie algebra of an algebraic
group. Let k be an algebraically closed field of characteristic zero; for every algebraic
Lie algebra g over k, there exists a connected algebraic groupGg with unipotent cen-
tre such that Lie.Gg/D g; if g0 is a second algebraic Lie algebra over k, then every
isomorphism g! g0 is the differential of an isomorphism Gg ! Gg0 . In particu-
lar, Gg is uniquely determined up to a unique isomorphism, Aut.Gg/' Aut.g/, and
there is a one-to-one correspondence between the isomorphism classes of algebraic
Lie algebras over k and the isomorphism classes of connected algebraic groups with
unipotent centre (Hochschild 1971).

(c) Let n be a nilpotent Lie algebra. The representations .V;�/ of n such that �.n/ con-
sists of nilpotent endomorphisms form a tannakian category Repnil.n/ whose associ-
ated affine group U is unipotent with Lie algebra n. In other words,

Rep.U /D Repnil.n/

withU a unipotent algebraic group having Lie algebra n. In this way, we get an equiv-
alence between the category of nilpotent Lie algebras and the category of unipotent
algebraic groups. Note that, for every representation r WG! GLV of a unipotent al-
gebraic group, there exists a basis for V such that r factors through Un; hence dr
factors through un, which shows that dr does lie in Repnil.n/.
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On the other hand, we can also consider the category of semisimple representa-
tions of n. This also is tannakian (I, 6.17), and the associated affine group is pro-
reductive but not algebraic. To get an algebraic group with Lie algebra n, it is neces-
sary to choose a basis for n as a k-vector space.

See 4.17 for the case nD k:
(d) More generally, we consider the category Repnil.g/ of representations of a Lie algebra

g such that the elements in the largest nilpotent ideal of g act as nilpotent endomor-
phisms. Ado’s theorem assures us that g has a faithful such representation. What
is the affine group with Rep.G/ D Repnil.g/? Unfortunately, it can be large. Let
G D GaoGm with Gm acting on Ga by u;a 7! ua. Then G has trivial centre, and
gD gaogm where ga and gm are one-dimensional Lie algebras. The map G!Gm
defines a map g! gm D ga, and so

Rep.g/� Repnil.g/D Rep.ga/:

Therefore G has a monster quotient (see 4.17).
(e) Assume k is algebraically closed. Let g be a Lie algebra and let Gg be the connected

algebraic group with unipotent centre such that Lie.Gg/D g (see (b) above). Then

Rep.Gg/� Rep.g/:

What is Rep.Gg/?
The first guess Repnil.g/ is wrong. For example, when g is semisimple, Gg is the

adjoint group with Lie algebra g, and so Rep.Gg/ is a certain (known) subcategory
of Rep.g/. The groupG in (d) gives another example where Rep.G/ is much smaller
than Repnil.g/.

Let g be a noncommutative two-dimensional Lie algebra. Then gDhx;y j Œx;y�D
xi for some choice of elements x;y. Recall (p.26) that g is solvable but not nilpo-
tent. We know that g D Lie.G/ where G D Ga oGm, and that G is essentially
unique. Thus, we get a well-defined Z-structure X�.G/ on g_ (it’s easy to give an
elementary proof of this). Using this Z-structure, it is possible to identify Rep.G/
as a subcategory of Rep.g/, namely, Rep.G/ consists of the representations V of g
such that x acts as a nilpotent endomorphism, and the eigenvalues of y on V hxi are
integers.

Unipotent algebraic groups and nilpotent Lie algebras
Over any field k of characteristic zero, the functor Lie is an equivalence from the category
of unipotent algebraic groups over k to the category of nilpotent Lie algebras over k. I’ll
include the complete proof here (and only sketch it in AGS).

Let V be a finite-dimensional vector space over k. Then R V.R/
def
D R˝V is an

algebraic group which, following DG, we denote Va.

The Hausdorff series

For a nilpotent n�n matrix X ,

exp.X/ def
D I CXCX2=2ŠCX3=3ŠC�� �
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is a well defined element of GLn.k/. Moreover, when X and Y are nilpotent,

exp.X/ � exp.Y /D exp.W /

for some nilpotent W , and we may ask for a formula expressing W in terms of X and Y .
This is provided by the Hausdorff series12, which is a formal power series,

H.X;Y /D
X

m�0
Hm.X;Y /; Hn.X;Y / homogeneous of degree m,

with coefficients in Q. The first few terms are

H 1.X;Y /DXCY

H 2.X;Y /D
1

2
ŒX;Y �:

If x and y are nilpotent elements of GLn.k/, then

exp.x/ � exp.y/D exp.H.x;y//;

and this determines the power series H.X;Y / uniquely. See Bourbaki LIE, II, �6; Sophus
Lie p.1-10.

The algebraic group attached to a nilpotent Lie algebra

Let g be a nilpotent Lie algebra over k, and let x;y 2 g. Write ga for the functor R 
g.R/

def
D R˝k g to Sets. Then Hn.x;y/ D 0 for n sufficiently large. We therefore have a

morphism
hWga�ga! ga

such that, for all k-algebras R, and x;y 2 gR,

h.x;y/D
X

n�0
Hn.x;y/.

THEOREM 6.1 For any nilpotent Lie algebra g over a field k of characteristic zero, the
maps

.x;y/ 7!
X

n>0
Hn.x;y/Wg.R/�g.R/! g.R/

(R a k-algebra) make ga into an algebraic group over k. Moreover, Lie.ga/D g (as a Lie
subalgebra of gln).

PROOF. Ado’s theorem (I, 6.27) allows us to identify g with a Lie subalgebra of glV whose
elements are nilpotent endomorphisms of V . Now (I, 2.8) shows that there exists a basis
of V for which g is contained in the Lie subalgebra n of gln consisting of strictly upper
triangular matrices. Endow na with the multiplication

.x;y/ 7!
X

n
Hn.x;y/; x;y 2R˝nn, R a k-algebra.

We obtain in this way an algebraic group isomorphic to Un. It is clear that ga is an alge-
braic subgroup of na. The final statement follows from the definitions and the formulas
H 1.X;Y /DXCY and H 2.X;Y /D 1

2
ŒX;Y �. (DG, IV, �2, 4.4, p499.) 2

12I follow Bourbaki’s terminology — others write Baker-Campbell-Hausdorff, or Campbell-Hausdorff, or
. . .
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COROLLARY 6.2 Every Lie subalgebra of glV formed of nilpotent endomorphisms is al-
gebraic.

PROOF. This is a corollary of the proof. 2

NOTES Should probably write this all out first for the case gD n (and G D Un).

Unipotent algebraic groups in characteristic zero

DEFINITION 6.3 An algebraic group G is unipotent if every nonzero representation of G
has a nonzero fixed vector.

Let G be an algebraic group, and let g D Lie.G/. On applying the functor Lie to a
representation r WG ! GLV , we get a representation � D dr Wg! glV . If G is unipotent,
then it has a subnormal series whose quotients are isomorphic to algebraic subgroups of
Ga. On applying Lie to this, we obtain a nilpotent series for g, and so g is nilpotent. Let
x 2 g. There exists a unique element exp.x/ 2G.k/ such that, for all representations r such
dr.x/ is nilpotent, r.exp.x//D exp.dr.x//:

PROPOSITION 6.4 Let G be a unipotent algebraic group over a field of characteristic zero.
Then

exp.x/ � exp.y/D exp.h.x;y// (76)

for all x;y 2 gR and k-algebras R.

PROOF. We may identify G with a subgroup of GLV for some finite-dimensional vector
space V (AGS, VIII, 9.1). Then g� glV , and, because G is unipotent, g is nilpotent. Now
(76) holds in G because it holds in GLV . (DG IV, �2, 4.3, p499). 2

THEOREM 6.5 Let k be a field of characteristic zero. The functor g ga is an equivalence
from the category of finite-dimensional nilpotent Lie algebras over k to the category of
unipotent algebraic groups, with quasi-inverse G Lie.G/.

PROOF. We saw in (6.1) that Lie.ga/' g, and it follows from (6.4) that G ' .LieG/a. 2

REMARK 6.6 In the equivalence of categories, commutative Lie algebras (i.e., finite-dimensional
vector spaces) correspond to commutative unipotent algebraic groups. In other words, U  
Lie.U / is an equivalence from the category of commutative unipotent algebraic groups over
a field of characteristic zero to the category of finite-dimensional vector spaces, with quasi-
inverse V  Va.

EXERCISE 6.7 Restate Theorem 6.5 in tannakian terms. In particular, for a unipotent alge-
braic group G, identify the subcategory Rep.G/ of Rep.g/ with Repnil.g/. Since, we know
the subcategory Rep.G/ of Rep.g/ for G reductive, and every algebraic group is an exten-
sion of a reductive group by a unipotent group, this will allow us to deduce the whole of the
theory of affine algebraic group schemes in characteristic zero from that of Lie algebras.

NOTES Unipotent groups over fields of nonzero characteristic are very complicated. For exam-
ple, if p > 2, then there exist many “fake Heisenberg groups” (connected noncommutative smooth
unipotent algebraic groups of exponent p and dimension 2) over finite fields.
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7 Real algebraic groups
The statement (4.22),

the Tannaka dual of a semisimple Lie algebra g is the simply connected semisim-
ple algebraic group with Lie algebra g

holds over any field of characteristic zero, in particular, over R. Thus, we can read off the
whole theory of semisimple algebraic groups over R and their representations (including
the theory of Cartan involutions) from the similar theory for Lie algebras (see Chapter I,
�10, next version).

8 Classical algebraic groups
To be written (describes the classical algebraic groups over an arbitrary field of character-
istic zero in terms of algebras with involution).





CHAPTER III
Lie groups

The theory of algebraic groups can be described as the part of the theory of Lie groups that
can be developed using only polynomials (not convergent power series), and hence works
over any field. Alternatively, it is the elementary part that doesn’t require analysis. As we’ll
see, it does in fact capture an important part of the theory of Lie groups.

Throughout this chapter, k D R or C. The identity component of a topological group
G is denoted by GC. All vectors spaces and representations are finite-dimensional. In this
chapter, reductive algebraic groups are not required to be connected.

NOTES Only a partial summary of this chapter exists. Eventually it will include an explanation of
the exact relation between algebraic groups and Lie groups; an explanation of how to derive the
theory of reductive Lie groups and their representations from the corresponding theory for real and
complex algebraic groups; and enough of the basic material to provide a complete introduction to
the theory of Lie groups. It is intended as introduction to Lie groups for algebraists (not analysts,
who prefer to start at the other end).

Add a detailed description of the relation between connected compact Lie groups and
reductive algebraic groups over C (cf. MacDonald 1995, p.155).

1 Lie groups
In this section, we define Lie groups, and develop their basic properties.

DEFINITION 1.1 (a) A real Lie group is a smooth manifold G together with a group struc-
ture such that both the multiplication map G �G ! G and the inverse map G ! G are
smooth.

(b) A complex Lie group is a complex manifold G together with a group structure such
that both the multiplication map G�G!G and the inverse map G!G are holomorphic.

Here “smooth” means infinitely differentiable.
A real (resp. complex) Lie group is said to be linear if it admits a faithful real (resp.

complex) representation. A real (resp. complex) linear Lie group is said to be reductive if
every real (resp. complex) representation is semisimple.

157
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2 Lie groups and algebraic groups
In this section, we discuss the relation between Lie groups and algebraic groups (especially
those that are reductive).

The Lie group attached to an algebraic group
THEOREM 2.1 There is a canonical functor L from the category of real (resp. complex)
algebraic groups to real (resp. complex) Lie groups, which respects Lie algebras and takes
GLn to GLn.R/ (resp. GLn.C/) with its natural structure as a Lie group. It is faithful on
connected algebraic groups (all algebraic groups in the complex case).

According to taste, the functor can be constructed in two ways.

(a) Choose an embedding G ,! GLn. Then G.k/ is a closed subgroup of GLn.C/, and
it is known that every such subgroup has a unique structure of a Lie group (it is real
or complex according to whether its tangent space at the neutral element is a real or
complex Lie algebra). See Hall 2003, 2.33.

(b) For k D R (or C), there is a canonical functor from the category of nonsingular real
(or complex) algebraic varieties to the category of smooth (resp. complex) manifolds
(Shafarevich 1994, I, 2.3, and VII, 1), which clearly takes algebraic groups to Lie
groups.

To prove that the functor is faithful in the real case, use (AGS, XI, 16.13). In the
complex case, use that G.C/ is dense in G (AGS, VII, �5).

We often write G.R/ or G.C/ for L.G/, i.e., we regard the group G.R/ (resp. G.C/)
as a real Lie group (resp. complex Lie group) endowed with the structure given by the
theorem.

Negative results
2.2 In the real case, the functor is not faithful on nonconnected algebraic groups.

LetGDH D�3. The real Lie group attached to�3 is�3.R/Df1g, and so Hom.L.G/;L.H//D
1, but Hom.�3;�3/ is cyclic of order 3.

2.3 The functor is not full.

For example, z 7! ez WC!C� is a homomorphism of Lie groups not arising from a homo-
morphism of algebraic groups Ga!Gm.

For another example, consider the quotient map of algebraic groups SL3! PSL3. It
is not an isomorphism of algebraic groups because its kernel is �3, but it does give an
isomorphism SL3.R/! PSL3.R/ of Lie groups. The inverse of this isomorphism is not
algebraic.

2.4 A Lie group can have nonclosed Lie subgroups (for which quotients don’t exist).

This is a problem with definitions, not mathematics. Some authors allow a Lie subgroup
of a Lie group G to be any subgroup H endowed with a Lie group structure for which the
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inclusion map is a homomorphism of Lie groups. If instead one requires that a Lie sub-
group be a submanifold in a strong sense (for example, locally isomorphic to a coordinate
inclusion Rm!Rn), these problems don’t arise, and the theory of Lie groups quite closely
parallels that of algebraic groups.

2.5 Not all Lie groups have a faithful representation.

For example, �1.SL2.R// � Z, and its universal covering space G has a natural structure
of a Lie group. Every representation of G factors through its quotient SL2.R/. Another
(standard) example is the Lie group R1�R1�S1 with the group structure

.x1;y1;u1/ � .x2;y2;u2/D .x1Cx2;y1Cy2; e
ix1y2u1u2/:

This homomorphism 0B@1 x a

0 1 y

0 0 1

1CA 7! .x;y;eia/;

realizes this group as a quotient of U3.R/, but it can not itself be realized as a matrix group
(see Hall 2003, C.3).

A related problem is that there is no very obvious way of attaching a complex Lie group
to a real Lie group (as there is for algebraic groups).

2.6 Even when a Lie group has a faithful representation, it need not be of the form L.G/

for any algebraic group G.

Consider, for example, GL2.R/C.

2.7 Let G be an algebraic group over C. Then the Lie group G.C/ may have many more
representations than G.

ConsiderGa; the homomorphisms z 7! ecz WC!C�DGL1.C/ and z 7!

 
1 z

0 1

!
WC!

GL2.C/ are representations of the Lie group C, but only the second is algebraic.

Complex groups
A complex Lie group G is algebraic if it is the Lie group defined by an algebraic group
over C.

For any complex Lie group G, the category RepC.G/ is obviously tannakian.

PROPOSITION 2.8 All representations of a complex Lie groupG are semisimple (i.e., G is
reductive) if and only if G contains a compact subgroup K such that C �Lie.K/D Lie.G/
and G DK �GC.

PROOF. Lee 2002, Proposition 4.22. 2
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For a complex Lie group G, the representation radical N.G/ is the intersection of the
kernels of all simple representations of G. It is the largest closed normal subgroup of G
whose action on every representation of G is unipotent. When G is linear, N.G/ is the
radical of the derived group of G (Lee 2002, 4.39).

THEOREM 2.9 For a complex linear Lie group G, the following conditions are equivalent:

(a) the tannakian category RepC.G/ is algebraic (i.e., admits a tensor generator;
(b) there exists an algebraic group T .G/ over C and a homomorphism G ! T .G/.C/

inducing an equivalence of categories RepC.T .G//! RepC.G/.
(c) G is the semidirect product of a reductive subgroup and N.G/.

Moreover, when these conditions hold, the homomorphism G ! T .G/.C/ is an isomor-
phism.

PROOF. The equivalence of (a) and (b) follows from (AGS, VIII, 11.7). For the remaining
statements, see Lee 2002, Theorem 5.20. 2

COROLLARY 2.10 Let V be a complex vector space, and letG be a complex Lie subgroup
of GL.V /. If RepC.G/ is algebraic, then G is an algebraic subgroup of GLV , and every
complex analytic representation of G is algebraic.

PROOF. Lee 2002, 5.22. 2

REMARK 2.11 The theorem shows, in particular, that every reductive Lie group G is alge-
braic: more precisely, there exists a reductive algebraic group T .G/ and an isomorphism
G ! T .G/.C/ of Lie groups inducing an isomorphism RepC.T .G//! RepC.G/. Note
that T .G/ is reductive (AGS XVI, 5.4). Conversely, ifG is a reductive algebraic group, then
RepC.G/' RepC.G.C// (see Lee 1999, 2.8); thereforeG.C/ is a reductive Lie group, and
T .G.C// ' G. We have shown that the functors T and L are quasi-inverse equivalences
between the categories of complex reductive Lie groups and complex reductive algebraic
groups.

EXAMPLE 2.12 The Lie group C is algebraic, but nevertheless the conditions in (2.9) fail
for it — see (2.7).

Real groups
We say that a real Lie group G is algebraic if GC DH.R/C for some algebraic group H
(here C denotes the identity component for the real topology).

THEOREM 2.13 For every real reductive Lie groupG, there exists an algebraic group T .G/
and a homomorphism G ! T .G/.R/ inducing an equivalence of categories RepR.G/!
RepR.T .G//. The Lie group T .G/.R/ is the largest algebraic quotient of G, and equals G
if and only if G admits a faithful representation.

PROOF. The first statement follows from the fact that RepR.G/ is tannakian. For the second
statement, we have to show that T .G/.R/ D G if G admits a faithful representation, but
this follows from Lee 1999, 3.4, and (2.9). 2
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THEOREM 2.14 For every compact connected real Lie group K, there exists a semisimple
algebraic group T .K/ and an isomorphism K ! T .K/.R/ which induces an equivalence
of categories RepR.K/! RepR.T .K//. Moreover, for any reductive algebraic group G0

over C,
HomC.T .K/C;G

0/' HomR.K;G
0.C//

PROOF. See Chevalley 1957, Chapter 6, ��8–12, and Serre 1993. 2

3 Compact topological groups
Let K be a topological group. The category RepR.K/ of continuous representations of K
on finite-dimensional real vector spaces is, in a natural way, a neutral tannakian category
over R with the forgetful functor as fibre functor. There is therefore a real algebraic group
G called the real algebraic envelope ofK and a continuous homomorphismK!G.R/ in-
ducing an equivalence of tensor categories RepR.K/! RepR.G/. The complex algebraic
envelope of K is defined similarly.

LEMMA 3.1 Let K be a compact group, and let G be the real envelope of K. Each f 2
O.G/ defines a real-valued function on K, and in this way A becomes identified with the
set of all real-valued functions f on K such that

(a) the left translates of f form a finite-dimensional vector space;
(b) f is continuous.

PROOF. Serre 1993, 4.3, Ex. b), p. 67. 2

Similarly, if G0 is the complex envelope of K, then the elements of O.G0/ can be
identified with the continuous complex valued functions on K whose left translates form a
finite-dimensional vector space.

PROPOSITION 3.2 If G and G0 are the real and complex envelopes of a compact group K,
then G0 DGC.

PROOF. Let A and A0 be the bialgebras of G and G0. Then it is clear from Lemma 3.1 that
A0 D C˝RA. 2

DEFINITION 3.3 An algebraic group G over R is said to be anisotropic (or compact) if it
satisfies the following conditions:

(a) G.R/ is compact, and
(b) G.R/ is dense in G for the Zariski topology.

As G.R/ contains a neighbourhood of 1 in G, condition (b) is equivalent to the follow-
ing:

(b0). Every connected component (for the Zariski topology) of G contains a
real point.

In particular, (b) holds if G is connected.
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PROPOSITION 3.4 Let G be an algebraic group over R, and let K be a compact subgroup
of G.R/ that is dense in G for the Zariski topology. Then G is anisotropic, K DG.R/, and
G is the algebraic envelope of K.

PROOF. Serre 1993, 5.3, Pptn 5, p. 71. 2

If K is a compact Lie group, then RepR.K/ is semisimple, and so its real algebraic
envelope G is reductive. Hence GC is a complex reductive group. Conversely:

THEOREM 3.5 Let G be a reductive algebraic group over C, and let K be a maximal com-
pact subgroup of G.C/. Then the complex algebraic envelope of K is G, and so the real
algebraic envelope of K is a compact real form of G.

PROOF. Serre 1993, 5.3, Thm 4, p. 74. 2

COROLLARY 3.6 There is a one-to-one correspondence between the maximal compact
subgroups of G.C/ and the anisotropic real forms of G.

PROOF. Obvious from the theorem (see Serre 1993, 5.3, Rem., p. 75). 2

THEOREM 3.7 Let K be a compact Lie group, and let G be its real algebraic envelope.
The map

H 1.Gal.C=R/;K/!H 1.Gal.C=R/;G.C//

defined by the inclusion K ,!G.C/ is an isomorphism.

PROOF. Serre 1964, III, Thm 6. 2

Since Gal.C=R/ acts trivially on K, H 1.Gal.C=R/;K/ is the set of conjugacy classes
in K consisting of elements of order 2.

ASIDE 3.8 A subgroup of an anisotropic group is anisotropic. Maximal compact subgroups of
complex algebraic groups are conjugate.



APPENDIX A
Arithmetic Subgroups

Once one has realized a Lie group as an algebraic group, one then has a rich source of
discrete subgroups: the arithmetic subgroups.

Assume you are a (differential) geometer and you want to construct locally
symmetric spaces of higher rank. Such a space must have a (globally) symmet-
ric spaceX as its universal covering space, and this can be written asX DG=K
where G is the identity component of the isometry group of X and K is the
stabiliser of some point in X . To get a locally symmetric space of finite vol-
ume, you then have to find a lattice � � G, i.e. a discrete subgroup such that
� nG has finite volume with respect to the (right-invariant) Haar measure on
G. If � is torsion-free, then � nX is a locally symmetric space.

Now how does one construct such lattices? One method is by arithmetic
groups. . . the first guess of everybody hearing of this for the first time is that
this should be something exceptional – why should a “generic” lattice be con-
structible by number-theoretic methods? And indeed, the example of SL2.R/
supports that guess. The associated symmetric space SL2.R/=SO2 is the hy-
perbolic plane H2. There are uncountably many lattices in SL2.R/ (with the
associated locally symmetric spaces being nothing other than Riemann sur-
faces), but only countably many of them are arithmetic.

But in higher rank Lie groups, there is the following truly remarkable the-
orem known as Margulis arithmeticity:

LetG be a connected semisimple Lie group with trivial centre and no com-
pact factors, and assume that the real rank of G is at least two. Then every
irreducible lattice � �G is arithmetic.

Robert Kucharczyk mo90700

We study discrete subgroups of real Lie groups that are large in the sense that the quo-
tient has finite volume. For example, if the Lie group equals G.R/C for some algebraic
group G over Q, then G.Z/\G.R/C is such a subgroup of G.R/C. The discrete sub-
groups of a real Lie group G arising in (roughly) this way from algebraic groups over Q
are called the arithmetic subgroups of G (see 15.1 for a precise definition). Except when
G is SL2.R/ or a similarly special group, no one was able to construct a discrete subgroup
of finite covolume in a semisimple Lie group except by this method. Eventually, Piatetski-
Shapiro and Selberg conjectured that there are no others, and this was proved by Margulis.

This appendix is (and will remain) only an introductory survey of a vast field.
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1 Commensurable groups
Subgroups H1 and H2 of a group are said to be commensurable if H1\H2 is of finite
index in both H1 and H2.

The subgroups aZ and bZ ofR are commensurable if and only if a=b 2Q. For example,
6Z and 4Z are commensurable because they intersect in 12Z, but 1Z and

p
2Z are not

commensurable because they intersect in f0g. More generally, lattices L and L0 in a real
vector space V are commensurable if and only if they generate the same Q-subspace of V .

Commensurability is an equivalence relation: obviously, it is reflexive and symmetric,
and if H1;H2 and H2;H3 are commensurable, one shows easily that H1\H2\H3 is of
finite index in H1;H2; and H3.

2 Definitions and examples
Let G be an algebraic group over Q. Let �WG! GLV be a faithful representation of G on
a finite-dimensional vector space V , and let L be a lattice in V . Define

G.Q/L D fg 2G.Q/ j �.g/LD Lg:

An arithmetic subgroup of G.Q/ is any subgroup commensurable with G.Q/L. For an
integer N > 1, the principal congruence subgroup of level N is

� .N/L D fg 2G.Q/L j g acts as 1 on L=NLg:

In other words, � .N/L is the kernel of

G.Q/L! Aut.L=NL/:

In particular, it is normal and of finite index in G.Q/L. A congruence subgroup of G.Q/
is any subgroup containing some � .N/ as a subgroup of finite index, so congruence sub-
groups are arithmetic subgroups.

EXAMPLE 2.1 LetG DGLn with its standard representation onQn and its standard lattice
LD Zn. Then G.Q/L consists of the A 2 GLn.Q/ such that

AZn D Zn:

On applyingA to e1; : : : ; en, we see that this implies thatA has entries in Z. SinceA�1ZnD
Zn, the same is true of A�1. Therefore, G.Q/L is

GLn.Z/D fA 2Mn.Z/ j det.A/D˙1g.

The arithmetic subgroups of GLn.Q/ are those commensurable with GLn.Z/.
By definition,

� .N/D fA 2 GLn.Z/ j A� I mod N g

D f.aij / 2 GLn.Z/ jN divides .aij � ıij /g;

which is the kernel of
GLn.Z/! GLn.Z=NZ/:
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EXAMPLE 2.2 Consider a triple .G;�;L/ as in the definition of arithmetic subgroups. The
choice of a basis for L identifies G with a subgroup of GLn and L with Zn. Then

G.Q/L DG.Q/\GLn.Z/

and �L.N / for G is
G.Q/\� .N/:

For a subgroupG of GLn, one often writesG.Z/ forG.Q/\GLn.Z/. By abuse of notation,
given a triple .G;�;L/, one often writes G.Z/ for G.Q/L.

EXAMPLE 2.3 The group

Sp2n.Z/D
˚
A 2 GL2n.Z/ j At

�
0 I
�I 0

�
AD

�
0 I
�I 0

�	
is an arithmetic subgroup of Sp2n.Q/, and all arithmetic subgroups are commensurable
with it.

EXAMPLE 2.4 Let .V;˚/ be a root system and X a lattice P �X �Q. Chevalley showed
that .V;˚;X/ defines an “algebraic group G over Z” which over Q becomes the split
semisimple algebraic group associated with .V;˚;X/, and G.Z/ is a canonical arithmetic
group in G.Q/.

EXAMPLE 2.5 Arithmetic groups may be finite. For example Gm.Z/ D f˙1g, and the
arithmetic subgroups of G.Q/ will be finite if G.R/ is compact (because arithmetic sub-
groups are discrete in G.R/ — see later).

EXAMPLE 2.6 (for number theorists). Let K be a finite extension of Q, and let U be the
group of units in K. For the torus T D .Gm/K=Q over Q, T .Z/D U .

3 Questions
The definitions suggest a number of questions and problems.

˘ Show the sets of arithmetic and congruence subgroups of G.Q/ do not depend on the
choice of � and L.

˘ Examine the properties of arithmetic subgroups, both intrinsically and as subgroups
of G.R/.

˘ Give applications of arithmetic subgroups.
˘ When are all arithmetic subgroups congruence subgroups?
˘ Are there other characterizations of arithmetic subgroups?

4 Independence of � and L.
LEMMA 4.1 Let G be a subgroup of GLn. For any representation �WG! GLV and lattice
L� V , there exists a congruence subgroup of G.Q/ leaving L stable (i.e., for some m� 1,
�.g/LD L for all g 2 � .m/).
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PROOF. When we choose a basis for L, � becomes a homomorphism of algebraic groups
G ! GLn0 . The entries of the matrix �.g/ are polynomials in the entries of the matrix
g D .gij /, i.e., there exist polynomials P˛;ˇ 2QŒ: : : ;Xij ; : : :� such that

�.g/˛ˇ D P˛;ˇ .: : : ;gij ; : : :/:

After a minor change of variables, this equation becomes

�.g/˛ˇ � ı˛;ˇ DQ˛;ˇ .: : : ;gij � ıij ; : : :/

with Q˛;ˇ 2 QŒ: : : ;Xij ; : : :� and ı the Kronecker delta. Because �.I /D I , the Q˛;ˇ have
zero constant term. Let m be a common denominator for the coefficients of the Qa;ˇ , so
that

mQ˛;ˇ 2 ZŒ: : : ;Xij ; : : :�:

If g � I mod m, then
Q˛;ˇ .: : : ;gij � ıij ; : : :/ 2 Z:

Therefore, �.g/Zn0 � Zn0 , and, as g�1 also lies in � .m/, �.g/Zn0 D Zn0 . 2

PROPOSITION 4.2 For any faithful representations G ! GLV and G ! GLV 0 of G and
lattices L and L0 in V and V 0, G.Q/L and G.Q/L0 are commensurable.

PROOF. According to the lemma, there exists a subgroup � of finite index in G.Q/L such
that � �G.Q/L0 . Therefore,

.G.Q/LWG.Q/L\G.Q/L0/� .G.Q/LW� / <1:

Similarly,
.G.Q/L0 WG.Q/L\G.Q/L0/ <1: 2

Thus, the notion of arithmetic subgroup is independent of the choice of a faithful rep-
resentation and a lattice. The same is true for congruence subgroups, because the proof of
(4.1) shows that, for any N , there exists an m such that � .Nm/� �L.N /.

5 Behaviour with respect to homomorphisms
PROPOSITION 5.1 Let � be an arithmetic subgroup of G.Q/, and let �WG ! GLV be a
representation of G. Every lattice L of V is contained in a lattice stable under � .

PROOF. According to (4.1), there exists a subgroup � 0 leaving L stable. Let

L0 D
X

�.g/L

where g runs over a set of coset representatives for � 0 in � . The sum is finite, and so L0 is
again a lattice in V , and it is obviously stable under � . 2

PROPOSITION 5.2 Let 'WG ! G0 be a homomorphism of algebraic groups over Q. For
any arithmetic subgroup � ofG.Q/, '.� / is contained in an arithmetic subgroup ofG0.Q/.
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PROOF. Let �WG0! GLV be a faithful representation of G0, and let L be a lattice in V .
According to (5.1), there exists a lattice L0 � L stable under .� ı'/.� /, and so G0.Q/L �
'.� /. 2

REMARK 5.3 If 'WG ! G0 is a quotient map and � is an arithmetic subgroup of G.Q/,
then one can show that '.� / is of finite index in an arithmetic subgroup of G0.Q/ (Borel
1969, 8.9, 8.11). Therefore, arithmetic subgroups of G.Q/ map to arithmetic subgroups of
G0.Q/. (Because '.G.Q// typically has infinite index in G0.Q/, this is far from obvious.)

6 Adèlic description of congruence subgroups
In this subsection, which can be skipped, I assume the reader is familiar with adèles. The
ring of finite adèles is the restricted topological product

Af D
Y
.Q`WZ`/

where ` runs over the finite primes of Q. Thus, Af is the subring of
Q
Q` consisting of the

.a`/ such that a` 2 Z` for almost all `, and it is endowed with the topology for which
Q
Z`

is open and has the product topology.
Let V D SpmA be an affine variety over Q. The set of points of V with coordinates in

a Q-algebra R is
V.R/D HomQ.A;R/:

When we write
ADQŒX1; : : : ;Xm�=aDQŒx1; : : : ;xm�;

the map P 7! .P .x1/ ; : : : ;P.xm// identifies V.R/ with

f.a1; : : : ;am/ 2R
m
j f .a1; : : : ;am/D 0; 8f 2 ag:

Let ZŒx1; : : : ;xm� be the Z-subalgebra of A generated by the xi , and let

V.Z`/D HomZ.ZŒx1; : : : ;xm�;Z`/D V.Q`/\Zm` (inside Qm` ).

This set depends on the choice of the generators xi for A, but if ADQŒy1; : : : ;yn�, then the
yi ’s can be expressed as polynomials in the xi with coefficients in Q, and vice versa. For
some d 2 Z, the coefficients of these polynomials lie in ZŒ 1

d
�, and so

ZŒ 1
d
�Œx1; : : : ;xm�D ZŒ 1d �Œy1; : : : ;yn� (inside A).

It follows that for ` - d , the yi ’s give the same set V.Z`/ as the xi ’s. Therefore,

V.Af /D
Q
.V .Q`/WV.Z`//

is independent of the choice of generators for A.
For an algebraic group G over Q, we define

G.Af /D
Q
.G.Q`/WG.Z`//

similarly. Now it is a topological group.1 For example,

Gm.Af /D
Q
.Q�` WZ

�
` /D A

�
f .

1The choice of generators determines a group structure on G.Z`/ for almost all `, etc..
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PROPOSITION 6.1 For any compact open subgroup K of G.Af /, K \G.Q/ is a congru-
ence subgroup of G.Q/, and every congruence subgroup arises in this way.2

PROOF. Fix an embedding G ,! GLn. From this we get a surjection QŒGLn�!QŒG� (of
Q-algebras of regular functions), i.e., a surjection

QŒX11; : : : ;Xnn;T �=.det.Xij /T �1/!QŒG�;

and hence QŒG�DQŒx11; : : : ;xnn; t �. For this presentation of QŒG�,

G.Z`/DG.Q`/\GLn.Z`/ (inside GLn.Q`/).

For an integer N > 0, let

K.N/D
Q
`K`; where K` D

(
G.Z`/ if ` -N
fg 2G.Z`/ j g � Inmod`r`g if r` D ord`.N /:

Then K.N/ is a compact open subgroup of G.Af /, and

K.N/\G.Q/D � .N/.

It follows that the compact open subgroups of G.Af / containing K.N/ intersect G.Q/
exactly in the congruence subgroups of G.Q/ containing � .N/. Since every compact open
subgroup of G.Af / contains K.N/ for some N , this completes the proof. 2

7 Applications to manifolds
Clearly Zn2

is a discrete subset of Rn2

, i.e., every point of Zn2

has an open neighbourhood
(for the real topology) containing no other point of Zn2

. Therefore, GLn.Z/ is discrete in
GLn.R/, and it follows that every arithmetic subgroup � of a group G is discrete in G.R/.

Let G be an algebraic group over Q. Then G.R/ is a Lie group, and for every compact
subgroup K of G.R/, M DG.R/=K is a smooth manifold (Lee 2003, 9.22).

THEOREM 7.1 For any discrete torsion-free subgroup � ofG.R/, � acts freely onM , and
� nM is a smooth manifold.

PROOF. Standard; see for example Lee 2003, Chapter 9, or Milne 2005, 3.1. 2

Arithmetic subgroups are an important source of discrete groups acting freely on man-
ifolds. To see this, we need to know that there exist many torsion-free arithmetic groups.

2To define a basic compact open subgroup K of G.Af /, one has to impose a congruence condition at
each of a finite set of primes. Then � D G.Q/\K is obtained from G.Z/ by imposing the same congruence
conditions. One can think of � as being the congruence subgroup defined by the “congruence condition” K.
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8 Torsion-free arithmetic groups
Note that SL2.Z/ is not torsion-free. For example, the following elements have finite order: 

�1 0

0 �1

!2
D

 
1 0

0 1

!
,

 
0 �1

1 0

!2
D

 
�1 0

0 �1

!
D

 
0 �1

1 1

!3
:

THEOREM 8.1 Every arithmetic group contains a torsion-free subgroup of finite index.

For this, it suffices to prove the following statement.

LEMMA 8.2 For any prime p � 3, the subgroup � .p/ of GLn.Z/ is torsion-free.

PROOF. If not, it will contain an element of order a prime `, and so we will have an equation

.I CpmA/` D I

with m � 1 and A a matrix in Mn.Z/ not divisible by p (i.e., not of the form pB with B
in Mn.Z/). Since I and A commute, we can expand this using the binomial theorem, and
obtain an equation

`pmAD�
X`

iD2

 
`

i

!
pmiAi :

In the case that `¤ p, the exact power of p dividing the left hand side is pm, but p2m

divides the right hand side, and so we have a contradiction.
In the case that ` D p, the exact power of p dividing the left hand side is pmC1, but,

for 2 � i < p, p2mC1j
�
p
i

�
pmi because pj

�
p
i

�
, and p2mC1jpmp because p � 3. Again we

have a contradiction. 2

9 A fundamental domain for SL2
Let H be the complex upper half plane

HD fz 2 C j =.z/ > 0g:

For

 
a b

c d

!
2 GL2.R/,

=

�
azCb

czCd

�
D
.ad �bc/=.z/

jczCd j2
: (77)

Therefore, SL2.R/ acts on H by holomorphic maps

SL2.R/�H!H;
 
a b

c d

!
z D

azCb

czCd
:

The action is transitive, because  
a b

0 a�1

!
i D a2iCab;
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and the subgroup fixing i is

O D

( 
a b

�b a

! ˇ̌̌̌
ˇ a2Cb2 D 1

)
(compact circle group). Thus

H' .SL2.R/=O/ � i

as a smooth manifold.

PROPOSITION 9.1 Let D be the subset

fz 2 C j �1=2�<.z/� 1=2; jzj � 1g

of H. Then
HD SL2.Z/ �D;

and if two points of D lie in the same orbit then neither is in the interior of D.

PROOF. Let z0 2 H. One checks that, for any constant A, there are only finitely many
c;d 2 Z such that jcz0Cd j � A, and so (see (77)) we can choose a  2 SL2.Z/ such that

=..z0// is maximal. As T D

 
1 1

0 1

!
acts on H as z 7! zC1, there exists an m such that

�1=2�<.Tm.z0//� 1=2:

I claim that Tm.z0/ 2D. To see this, note that S D

 
0 �1

1 0

!
acts by S.z/D�1=z, and

so

=.S.z//D
=.z/

jzj2
:

If Tm.z0/ …D, then jTm.z0/j < 1, and =.S.Tm.z0/// > =.Tm.z0//, contradicting
the definition of  .

The proof of the second part of the statement is omitted. 2

10 Application to quadratic forms
Consider a binary quadratic form:

q.x;y/D ax2CbxyC cy2; a;b;c 2 R:

Assume q is positive definite, so that its discriminant �D b2�4ac < 0.
There are many questions one can ask about such forms. For example, for which in-

tegers N is there a solution to q.x;y/ D N with x;y 2 Z? For this, and other questions,
the answer depends only on the equivalence class of q, where two forms are said to be
equivalent if each can be obtained from the other by an integer change of variables. More
precisely, q and q0 are equivalent if there is a matrix A 2 SL2.Z/ taking q into q0 by the
change of variables,  

x0

y0

!
D A

 
x

y

!
:
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In other words, the forms

q.x;y/D .x;y/ �Q �

 
x

y

!
; q0.x;y/D .x;y/ �Q0 �

 
x

y

!

are equivalent if QD At �Q0 �A for A 2 SL2.Z/.
Every positive-definite binary quadratic form can be written uniquely

q.x;y/D a.x�!y/.x� x!y/, a 2 R>0, ! 2H:

If we let Q denote the set of such forms, there are commuting actions of R>0 and SL2.Z/
on it, and

Q=R>0 'H

as SL2.Z/-sets. We say that q is reduced if

j!j> 1 and �
1

2
�<.!/ <

1

2
, or

j!j D 1 and �
1

2
�<.!/� 0:

More explicitly, q.x;y/D ax2CbxyC cy2 is reduced if and only if either

�a < b � a < c or

0� b � aD c:

Theorem 9.1 implies:
Every positive-definite binary quadratic form is equivalent to a reduced form; two re-

duced forms are equivalent if and only if they are equal.
We say that a quadratic form is integral if it has integral coefficients, or, equivalently, if

x;y 2 Z H) q.x;y/ 2 Z.
There are only finitely many equivalence classes of integral definite binary quadratic

forms with a given discriminant.
Each equivalence class contains exactly one reduced form ax2CbxyC cy2. Since

4a2 � 4ac D b2��� a2��

we see that there are only finitely many values of a for a fixed �. Since jbj � a, the same
is true of b, and for each pair .a;b/ there is at most one integer c such that b2�4ac D�.

This is a variant of the statement that the class number of a quadratic imaginary field is
finite, and goes back to Gauss (cf. my notes on Algebraic Number Theory, 4.28, or, in more
detail, Borevich and Shafarevich 1966, especially Chapter 3, �6).

11 “Large” discrete subgroups
Let � be a subgroup of a locally compact group G. A discrete subgroup � of a locally
compact group G is said to cocompact (or uniform) if G=� is compact. This is a way
of saying that � is “large” relative to G. There is another weaker notion of this. On
each locally compact group G, there exists a left-invariant Borel measure, unique up to a
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constant, called the left-invariant Haar measure3, which induces a measure � on � nG. If
�.� nG/ <1, then one says that � has finite covolume, or that � is a lattice in G. IfK is
a compact subgroup of G, the measure on G defines a left-invariant measure on G=K, and
�.� nG/ <1 if and only if the measure �.� nG=K/ <1.

EXAMPLE 11.1 Let G D Rn, and let � D Ze1C�� �CZei . Then � nG.R/ is compact if
and only if i D n. If i < n, � does not have finite covolume. (The left-invariant measure
on Rn is just the usual Lebesgue measure.)

EXAMPLE 11.2 Consider, SL2.Z/� SL2.R/. The left-invariant measure on SL2.R/=O '
H is dxdy

y2 , and

Z
� nH

dxdy

y2
D

“
D

dxdy

y2
�

Z 1
p
3=2

Z 1=2

�1=2

dxdy

y2
D

Z 1
p
3=2

dy

y2
<1:

Therefore, SL2.Z/ has finite covolume in SL2.R/ (but it is not cocompact — SL2 .Z/nH is
not compact).

EXAMPLE 11.3 Consider G DGm. The left-invariant measure4 on R� is dx
x

, andZ
R�=f˙1g

dx

x
D

Z 1
0

dx

x
D1:

Therefore, G.Z/ is not of finite covolume in G.R/.

Exercises

EXERCISE 11.4 Show that, if a subgroup � of a locally compact group is discrete (resp. is
cocompact, resp. has finite covolume), then so also is every subgroup commensurable with
� .

12 Reduction theory
In this section, I can only summarize the main definitions and results from Borel 1969.

Any positive-definite real quadratic form in n variables can be written uniquely as

q.Ex/D t1.x1Cu12x2C�� �Cu1nxn/
2
C�� �C tn�1.xn�1Cun�1nxn/

2
C tnx

2
n

D Eyt � Ey

3For real Lie groups, the proof of the existence is much more elementary than in the general case (cf.
Boothby 1975, VI 3.5).

4Because daxax D
dx
x ; alternatively,Z t2

t1

dx

x
D log.t2/� log.t1/D

Z at2

at1

dx

x
:
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where

Ey D

0BBBB@
p
t1 0 0

0
p
t2 0

: : :

0 0
p
tn

1CCCCA
0BBBB@
1 u12 � � � u1n

0 1 � � � u2n
: : :

:::

0 0 1

1CCCCA
0BBBB@
x1

x2
:::

xn

1CCCCA : (78)

Let Qn be the space of positive-definite quadratic forms in n variables,

Qn D fQ 2Mn.R/ jQt DQ; ExtQEx > 0g:

Then GLn.R/ acts on Qn by

B;Q 7! B tQBWGLn.R/�Qn!Qn:

The action is transitive, and the subgroup fixing the form I is5 On.R/ D fA j AtA D I g,
and so we can read off from (78) a set of representatives for the cosets ofOn.R/ in GLn.R/.
We find that

GLn.R/' A �N �K

where

˘ K is the compact group On.R/,
˘ AD T .R/C for T the split maximal torus in GLn of diagonal matrices,6 and
˘ N is the group Un.R/.

Since A normalizes N , we can rewrite this as

GLn.R/'N �A �K:

For any compact neighbourhood ! of 1 in N and real number t > 0, let

St;! D ! �At �K

where
At D fa 2 A j ai;i � taiC1;iC1; 1� i � n�1g: (79)

Any set of this form is called a Siegel set.

THEOREM 12.1 Let � be an arithmetic subgroup in G.Q/D GLn.Q/. Then

(a) for some Siegel set S, there exists a finite subset C of G.Q/ such that

G.R/D � �C �SI

(b) for any g 2G.Q/ and Siegel set S, the set of  2 � such that

gS\S¤ ;

is finite.
5So we are reverting to using On for the orthogonal group of the form x21C�� �Cx

2
n.

6The C denotes the identity component of T .R/ for the real topology. Thus, for example,

.Gm.R/r /C D .Rr /C D .R>0/r :
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Thus, the Siegel sets are approximate fundamental domains for � acting on G.R/.
Now consider an arbitrary reductive group G over Q. Since we are not assuming G to

be split, it may not have a split maximal torus, but, nevertheless, we can choose a torus T
that is maximal among those that are split. From .G;T /, we get a root system as before (not
necessarily reduced). Choose a base S for the root system. Then there is a decomposition
(depending on the choice of T and S )

G.R/DN �A �K

where K is again a maximal compact subgroup and AD T .R/C (Borel 1969, 11.4, 11.9).
The definition of the Siegel sets is the same except now7

At D fa 2 A j ˛.a/� t for all ˛ 2 Sg. (80)

Then Theorem 12.1 continues to hold in this more general situation (Borel 1969, 13.1,
15.4).

EXAMPLE 12.2 The images of the Siegel sets for SL2 in H are the sets

St;u D fz 2H j =.z/� t; j<.z/j � ug:

THEOREM 12.3 If Homk.G;Gm/D 0, then every Siegel set has finite measure.

PROOF. Borel 1969, 12.5. 2

THEOREM 12.4 Let G be a reductive group over Q, and let � be an arithmetic subgroup
of G.Q/.

(a) The volume of � nG.R/ is finite if and only if G has no nontrivial character over Q
(for example, if G is semisimple).

(b) The quotient � nG.R/ is compact if and only if it G has no nontrivial character over
Q and G.Q/ has no unipotent element¤ 1.

PROOF. (a) The necessity of the conditions follows from (11.3). The sufficiency follows
from (12.2) and (12.3).

(b) See Borel 1969, 8.4. 2

EXAMPLE 12.5 Let B be a quaternion algebra, and let G be the associated group of ele-
ments of B of norm 1 (we recall the definitions in 15.2 below).

(a) If B � M2.R/, then G D SL2.R/, and G.Z/nG.R/ has finite volume, but is not
compact (

�
1 1
0 1

�
is a unipotent in G.Q/).

(b) If B is a division algebra, but R˝Q B �M2.R/, then G.Z/nG.R/ is compact (if
g 2 G.Q/ is unipotent, then g� 1 2 B is nilpotent, and hence zero because B is a
division algebra).

(c) If R˝QB is a division algebra, then G.R/ is compact (and G.Z/ is finite).

EXAMPLE 12.6 Let G D SO.q/ for some nondegenerate quadratic form q over Q. Then
G.Z/nG.R/ is compact if and only if q doesn’t represent zero in Q, i.e., q.Ex/D 0 does not
have a nontrivial solution in Qn (Borel 1969, 8.6).

7Recall that, with the standard choices, �1��2; : : : ;�n�1��n is a base for the roots of T in GLn, so this
definition agrees with that in (79).
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13 Presentations
In this section, I assume some familiarity with free groups and presentations (see, for ex-
ample, GT, Chapter 2).

PROPOSITION 13.1 The group SL2.Z/=f˙I g is generated by S D
�
0 �1
1 0

�
and T D

�
1 1
0 1

�
.

PROOF. Let � 0 be the subgroup of SL2.Z/=f˙I g generated by S and T . The argument in
the proof of (9.1) shows that � 0 �D DH.

Let z0 lie in the interior of D, and let  2 � . Then there exist  0 2 � 0 and z 2D such
that z0D  0z. Now  0�1z0 lies inD and z0 lies in the interior ofD, and so  0�1 D˙I
(see 9.1). 2

In fact SL2.Z/=f˙I g has a presentation hS;T jS2; .ST /3i. It is known that every
torsion-free subgroup � of SL2.Z/ is free on 1C .SL2.Z/W� /

12
generators (thus the subgroup

may be free on a larger number of generators than the group itself). For example, the com-
mutator subgroup of SL2.Z/ has index 12, and is the free group on the generators

�
2 1
1 1

�
and�

1 1
1 2

�
:

For a general algebraic group G over Q, choose S and C as in (12.1a), and let

D D
[

g2C
gS=K:

Then D is a closed subset of G.R/=K such that � �D DG.R/=K and

f 2 � j D\D ¤ ;g

is finite. One shows, using the topological properties of D, that this last set generates � ,
and that, moreover, � has a finite presentation.

14 The congruence subgroup problem
Consider an algebraic subgroup G of GLn. Is every arithmetic subgroup congruence? That
is, does every subgroup commensurable with G.Z/ contain

� .N/
def
D Ker.G.Z/!G.Z=NZ//

for some N .
That SL2.Z/ has noncongruence arithmetic subgroups was noted by Klein as early as

1880. For a proof that SL2.Z/ has infinitely many subgroups of finite index that are not
congruence subgroups see Sury 2003, 3-4.1. The proof proceeds by showing that the groups
occurring as quotients of SL2.Z/ by principal congruence subgroups are of a rather special
type, and then exploits the known structure of SL2.Z/ as an abstract group (see above)
to construct many finite quotients not of his type. It is known that, in fact, congruence
subgroups are sparse among arithmetic groups: if N.m/ denotes the number of congruence
subgroups of SL2.Z/ of index � m and N 0.m/ the number of arithmetic subgroups, then
N.m/=N 0.m/! 0 as m!1.

However, SL2 is unusual. For split simply connected almost-simple groups other than
SL2, for example, for SLn (n� 3), Sp2n (n� 2/, all arithmetic subgroups are congruence.
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In contrast to arithmetic subgroups, the image of a congruence subgroup under an
isogeny of algebraic groups need not be a congruence subgroup.

Let G be a semisimple group over Q. The arithmetic and congruence subgroups of
G.Q/ define topologies on it, namely, the topologies for which the subgroups form a neigh-
bourhood base for 1. We denote the corresponding completions by yG and xG. Because
every congruence group is arithmetic, the identity map on G.Q/ gives a surjective homo-
morphism yG ! xG, whose kernel C.G/ is called the congruence kernel. This kernel is
trivial if and only if all arithmetic subgroups are congruence. The modern congruence sub-
group problem is to compute C.G/. For example, the group C.SL2/ is infinite. There is a
precise conjecture predicting exactly when C.G/ is finite, and what its structure is when it
is finite.

Now let G be simply connected, and let G0 D G=N where N is a nontrivial subgroup
of Z.G/. Consider the diagram:

1 C.G/ yG xG 1

1 C.G0/ yG0 xG0 1:

y� x�

It is known that xG D G.Af /, and that the kernel of y� is N.Q/, which is finite. On
the other hand, the kernel of x� is N.Af /, which is infinite. Because Ker.x�/ ¤ N.Q/,
� WG.Q/! G0.Q/ doesn’t map congruence subgroups to congruence subgroups, and be-
cause C.G0/ contains a subgroup isomorphic to N.Af /=N.Q/, G0.Q/ contains a noncon-
gruence arithmetic subgroup.

It is known that C.G/ is finite if and only if is contained in the centre of Ĝ.Q/. For
an geometrically almost-simple simply connected algebraic group G over Q, the modern
congruence subgroup problem has largely been solved when C.G/ is known to be central,
because then C.G/ is the dual of the so-called metaplectic kernel which is known to be a
subgroup of the predicted group (except possibly for certain outer forms of SLn) and equal
to it many cases (work of Gopal Prasad, Raghunathan, Rapinchuk, and others).

15 The theorem of Margulis
Already Poincaré wondered about the possibility of describing all discrete

subgroups of finite covolume in a Lie group G. The profusion of such sub-
groups in G D PSL2.R/makes one at first doubt of any such possibility. How-
ever, PSL2.R/was for a long time the only simple Lie group which was known
to contain non-arithmetic discrete subgroups of finite covolume, and further ex-
amples discovered in 1965 by Makarov and Vinberg involved only few other
Lie groups, thus adding credit to conjectures of Selberg and Pyatetski-Shapiro
to the effect that “for most semisimple Lie groups” discrete subgroups of finite
covolume are necessarily arithmetic. Margulis’s most spectacular achievement
has been the complete solution of that problem and, in particular, the proof of
the conjecture in question.

Tits 1980
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DEFINITION 15.1 LetH be a semisimple algebraic group overR. A subgroup � of H.R/
is arithmetic if there exists an algebraic group G over Q, a surjective map GR!H such
that the kernel of '.R/WG.R/!H.R/ is compact, and an arithmetic subgroup � 0 of G.R/
such that '.� 0/ is commensurable with � .

EXAMPLE 15.2 Let B be a quaternion algebra over a finite extension F of Q,

B D F CF iCFj CFk

i2 D a; j 2 D b; ij D k D�j i:

The norm of an element wCxiCyj Czk of R˝QB is

.wCxiCyj Czk/.w�xi �yj �zk/D w2�ax2�by2Cabz2:

Then B defines an almost-simple semisimple group G over Q such that, for any Q-algebra
R,

G.R/D fb 2R˝QB j Nm.b/D 1g:

Assume that F is totally real, i.e.,

F ˝QR' R� � � ��R;

and that correspondingly,

B˝QR�M2.R/�H� � � ��H

whereH is the usual quaternion algebra over R (corresponding to .a;b/D .�1;�1/). Then

G.R/� SL2.R/�H1� � � ��H1

H1 D fwCxiCyj Czk 2H j w2Cx2Cy2C z2 D 1g:

Nonisomorphic B’s define different commensurability classes of arithmetic subgroups of
SL2.R/, and all such classes arise in this way.

Not every discrete subgroup in SL2.R/ (or SL2.R/=f˙I g) of finite covolume is arith-
metic. According to the Riemann mapping theorem, every compact Riemann surface of
genus g � 2 is the quotient of H by a discrete subgroup of Aut.H/D SL2.R/=f˙I g acting
freely on H: Since there are continuous families of such Riemann surfaces, this shows that
there are uncountably many discrete cocompact subgroups in SL2.R/=f˙I g (therefore also
in SL2.R/), but there only countably many arithmetic subgroups.

The following amazing theorem of Margulis shows that SL2 is exceptional in this re-
gard:

THEOREM 15.3 Let � be a discrete subgroup of finite covolume in a noncompact almost-
simple real algebraic group H ; then � is arithmetic unless H is isogenous to SO.1;n/ or
SU.1;n/:

PROOF. For the proof, see Margulis 1991 or Zimmer 1984, Chapter 6. For a discussion of
the theorem, see Witte Morris 2008, �5B. 2

Here
SO.1;n/ correspond to x21C�� �Cx

2
n�x

2
nC1

SU.1;n/ corresponds to z1xz1C�� �C znxzn�znC1xznC1.
Note that, because SL2.R/ is isogenous to SO.1;2/, the theorem doesn’t apply to it.
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16 Shimura varieties
Let U1 D fz 2C j zxz D 1g. Recall that for a group G, Gad DG=Z.G/ and that G is said to
be adjoint if G DGad (i.e., if Z.G/D 1).

THEOREM 16.1 Let G be a semisimple adjoint group over R, and let uWU1! G.R/ be a
homomorphism such that

(a) only the characters z�1;1;z occur in the representation of U1 on Lie.G/CI
(b) the subgroup

KC D fg 2G.C/ j g D inn.u.�1//.xg/g

of G.C/ is compact; and
(c) u.�1/ does not project to 1 in any simple factor of G.

Then,
K DKC\G.R/C

is a maximal compact subgroup of G.R/C, and there is a unique structure of a complex
manifold on X DG.R/C=K such that G.R/C acts by holomorphic maps and u.z/ acts on
the tangent space at p D 1K as multiplication by z. (Here G.R/C denotes the identity for
the real topology.)

PROOF. See Helgason 1978, VIII; see also Milne 2005, 1.21. 2

The complex manifolds arising in this way are the hermitian symmetric domains. They
are not the complex points of any algebraic variety, but certain quotients are.

THEOREM 16.2 Let G be a simply connected semisimple algebraic group over Q having
no simple factorH withH.R/ compact. Let uWU1!Gad.R/ be a homomorphism satisfy-
ing (a) and (b) of (16.1), and letX DGad.R/C=K with its structure as a complex manifold.
For each torsion-free arithmetic subgroup � of G.Q/, � nX has a unique structure of an
algebraic variety compatible with its complex structure.

PROOF. This is the theorem of Baily and Borel, strengthened by a theorem of Borel. See
Milne 2005, 3.12, for a discussion of the theorem. 2

EXAMPLE 16.3 LetGD SL2. For z 2C, choose a square root aC ib, and map z to
�
a b
�b a

�
in SL2.R/=f˙I g. For example, u.�1/D

�
0 1
�1 0

�
, and

KC D f
�
a b

�xb xa

�
2 SL2.C/ j jaj2Cjbj2 D 1g;

which is compact. Moreover,

K
def
DKC\SL2.R/D

˚�
a b
�b a

�
2 SL2.R/ j a2Cb2 D 1

	
:

Therefore G.R/=K �H.

THEOREM 16.4 Let G; u, and X be as in (16.2). If � is a congruence subgroup, then
� nX has a canonical model over a specific finite extension Q� of Q.
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PROOF. For a discussion of the theorem, see Milne 2005, ��12–14. 2

The varieties arising in this way are called connected Shimura varieties. They are very
interesting. For example, let �0.N / be the congruence subgroup of SL2.Q/ consisting of

matrices the

 
a b

c d

!
in SL2.Z/ with c divisible by N . Then Q�0.N/ D Q, and so the

algebraic curve �0.N /nH has a canonical model Y0.N / over Q. It is known that, for every
elliptic curve E over Q, there exists a nonconstant map Y0.N /! E for some N , and that
from this Fermat’s last theorem follows.
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