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Abstract

This is an introduction to the theory of Shimura varieties, or, in other words, to the
arithmetic theory of automorphic functions and holomorphic automorphic forms.
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6 CONTENTS

Introduction

The arithmetic properties of elliptic modular functions and forms were extensively studied
in the 1800s, culminating in the beautiful Kronecker Jugendtraum. Hilbert emphasized the
importance of extending this theory to functions of several variables in the twelfth of his
famous problems at the International Congress in 1900. The first tentative steps in this di-
rection were taken by Hilbert himself and his students Blumenthal and Hecke in their study
of what are now called Hilbert (or Hilbert-Blumenthal) modular varieties. As the theory
of complex functions of several variables matured, other quotients of bounded symmet-
ric domains by arithmetic groups were studied (Siegel, Braun, and others). However, the
modern theory of Shimura varieties1 only really began with the development of the theory
of abelian varieties with complex multiplication by Shimura, Taniyama, and Weil in the
mid-1950s, and with the subsequent proof by Shimura of the existence of canonical mod-
els for certain families of Shimura varieties. In two fundamental articles, Deligne recast
the theory in the language of abstract reductive groups and extended Shimura’s results on
canonical models. Langlands made Shimura varieties a central part of his program, both as
a source of representations of galois groups and as tests for the conjecture that all motivic
L-functions are automorphic. These notes are an introduction to the theory of Shimura
varieties from the point of view of Deligne and Langlands. Because of their brevity, many
proofs have been omitted or only sketched.

Notations and conventions

Unless indicated otherwise, vector spaces are assumed to be finite dimensional and free
Z-modules are assumed to be of finite rank. The linear dual Hom(V , k) of a vector space
(or module)V is denotedV _. For ak-vector spaceV and ak-algebraR, V (R) denotes
R˝k V (and similarly forZ-modules). By a lattice in anR-vector spaceV , I mean a full
lattice, i.e., aZ-submodule generated by a basis forV . The algebraic closure of a fieldk is
denotedkal.

A superscriptC (resp. ı) denotes a connected component relative to a real topology
(resp. a zariski topology). For an algebraic group, we take the identity connected compo-
nent. For example,(On)ı D SOn, (GLn)ı D GLn, and GLn(R)C consists of then � n

matrices with det> 0. For an algebraic groupG overQ, G(Q)C D G(Q) \ G(R)C.
Following Bourbaki, I require compact topological spaces to be separated.

Semisimple and reductive groups, whether algebraic or Lie, are required to be con-
nected. A simple algebraic or Lie group is a semisimple group with no connected proper
normal subgroups other than1 (some authors say almost-simple). For a torusT , X �(T )

denotes the character group ofT . The inner automorphism defined by an elementg is de-
noted ad(g). The derived group of a reductive groupG is denotedGder (it is a semisimple
group). For more notations concerning reductive groups, see p51. For a finite extension of
fieldsL � F of characteristic zero, the torus overF obtained by restriction of scalars from
Gm overL is denoted2 (Gm)L=F .

1The term “Shimura variety” was introduced by Langlands (1976, 1977), although earlier “Shimura
curve” had been used for the varieties of dimension one (Ihara 1968).

2Thus,(Gm)L=F has character groupX �((Gm)L=F ) D ZHom(L,F al) (freeZ-module on Hom(L, F al) with
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Throughout, I use the notations standard in algebraic geometry, which sometimes con-
flict with those used in other areas. For example, ifG andG 0 are algebraic groups over a
field k, then a homomorphismG ! G 0 means a homomorphism defined overk; if K is
a field containingk, thenGK is the algebraic group overK obtained by extension of the
base field andG(K) is the group of points ofG with coordinates inK. If � W k ,! K is a
homomorphism of fields andV is an algebraic variety (or other algebro-geometric object)
overk, then�V has its only possible meaning: apply� to the coefficients of the equations
definingV .

LetA andB be sets and let� be an equivalence relation onA. If there exists a canonical
surjectionA! B whose fibres are the equivalence classes, then I say thatB classifies the
elements ofA modulo� or that it classifies the�-classes of elements ofA.

A functor F WA ! B is fully faithful if the maps HomA(a, a0) ! HomB(Fa, Fa0) are
bijective. The essential image of such a functor is the full subcategory ofB whose objects
are isomorphic to an object of the formFa. Thus, a fully faithful functorF WA! B is an
equivalence if and only if its essential image isB (Mac Lane 1998, p93).
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1 Hermitian symmetric domains

In this section, I describe the complex manifolds that play the role in higher dimensions of
the complex upper half plane, or, equivalently, the open unit disk:

fz 2 C j =(z) > 0g D H1

z! z�i
zCi
>

<
�i zC1

z�1  z

D1 D fz 2 C j jzj < 1g.

This is a large topic, and I can do little more than list the definitions and results that we
shall need.

Brief review of real manifolds

A manifold M of dimensionn is a separated topological space that is locally isomorphic to an open
subset ofRn and admits a countable basis of open subsets. A homeomorphism from an open subset
of M onto an open subset ofRn is called achart of M .

Smooth manifolds

I use smooth to meanC1. A smooth manifoldis a manifoldM endowed with asmooth structure,
i.e., a sheafOM of R-valued functions such that(M,OM ) is locally isomorphic toRn endowed
with its sheaf of smooth functions. For an openU � M , thef 2 OM (U ) are called thesmooth
functions on U . A smooth structure on a manifoldM can be defined by a familyu˛WU˛ ! Rn of
charts such thatM DSU˛ and the maps

u˛ ı u�1ˇ Wuˇ(U˛ \ Uˇ)! u˛(U˛ \ Uˇ)

are smooth for all̨ ,ˇ. A continuous map̨ WM ! N of smooth manifolds issmoothif it is a map
of ringed spaces, i.e.,f smooth on an openV � N impliesf ı ˛ smooth on̨ �1(V ).

Let (M,OM ) be a smooth manifold, and letOM,p be the ring of germs of smooth functions
at p. Thetangent spaceTpM to M at p is theR-vector space ofR-derivationsXpWOM,p ! R.
If x1, . . . , xn are local coordinates atp, then @

@x1 , . . . , @
@xn is a basis forTpM anddx1, . . . , dxn is

the dual basis.
Let U be an open subset of a smooth manifoldM . A smooth vector fieldX on U is a family

of tangent vectorsXp 2 Tp(M) indexed byp 2 U , such that, for any smooth functionf on an
open subset ofU , p 7! Xpf is smooth. Asmoothr -tensor fieldon U is a family t D (tp)p2M
of multilinear mappingstpWTpM � � � � � TpM ! R (r copies ofTpM ) such that, for any smooth
vector fieldsX1, . . . , Xr on an open subset ofU , p 7! tp(X1, . . . , Xr ) is a smooth function. A
smooth(r, s)-tensor fieldis a family tpW (TpM)r � (TpM)_s ! R satisfying a similar condition.
Note that to give a smooth(1, 1)-field amounts to giving a family of endomorphismstpWTpM !
TpM with the property thatp 7! tp(Xp) is a smooth vector field for any smooth vector fieldX .

A riemannian manifoldis a smooth manifold endowed with ariemannian metric, i.e., a smooth
2-tensor fieldg such that, for allp 2 M , gp is symmetric and positive definite. In terms of local
coordinates3 x1, . . . , xn atp,

gp D
P

gi,j (p)dxi ˝ dxj , i.e.,gp
�
@
@xi , @

@xj

�
D gij (p).

3In this situation, we usually writedxidxj for dxi˝dxj — see Lee 1997, p24 for an explanation of this.
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A morphism of riemannian manifolds is called anisometry.
A real Lie group4 G is a smooth manifold endowed with a group structure defined by smooth

mapsg1, g2 7! g1g2, g 7! g�1.

Brief review of hermitian forms

To give a complex vector space amounts to giving a real vector spaceV together with an endo-
morphismJ WV ! V such thatJ 2 D �1. A hermitian form on (V , J ) is anR-bilinear mapping
( j ) WV � V ! C such that(Jujv) D i(ujv) and(vju) D (ujv). When we write5

(ujv) D '(u, v)� i (u, v), '(u, v),  (u, v) 2 R, (1)

then' and areR-bilinear, and

' is symmetric '(Ju, Jv) D '(u, v), (2)

 is alternating  (Ju, Jv) D  (u, v), (3)

 (u, v) D �'(u, Jv), '(u, v) D  (u, Jv). (4)

As (uju) D '(u, u), ( j ) is positive definite if and only if' is positive definite. Conversely, if'
satisfies (2) (resp. satisfies (3)), then the formulas (4) and (1) define a hermitian form:

(ujv) D '(u, v)C i'(u, Jv) (resp.(ujv) D  (u, Jv)� i (u, v)) (5)

Complex manifolds

A C-valued function on an open subsetU ofCn isanalytic if it admits a power series expan-
sion in a neighbourhod of each point ofU . A complex manifoldis a manifoldM endowed
with a complex structure, i.e., a sheafOM of C-valued functions such that(M,OM ) is
locally isomorphic toCn with its sheaf of analytic functions. A complex structure on a
manifoldM can be defined by a familyu˛WU˛ ! Cn of charts such thatM D SU˛ and
the mapsu˛ ı u�1

ˇ
are analytic for all̨ ,ˇ. Such a family also makesM into a smooth

manifold denotedM1. A continuous map̨ WM ! N of complex manifolds isanalytic if
it is a map of ringed spaces. Ariemann surfaceis a one-dimensional complex manifold.

A tangent vectorat a pointp of a complex manifold is aC-derivationOM,p ! C. The
tangent spacesTpM (M as a complex manifold) andTpM1 (M as a smooth manifold)
can be identified. Explicitly, complex local coordinatesz1, . . . , zn at a pointp of M define
real local coordinatesx1, . . . , xn, y1, . . . , yn with zr D xr C iyr . The real and complex
tangent spaces have bases@

@x1 , . . . , @
@xn , @

@y1 , . . . , @
@yn and @

@z1 , . . . , @
@zn respectively. Under

the natural identification of the two spaces,@
@zr D 1

2

�
@
@xr � i @

@yr

�
.

4According to a theorem of Lie, this is equivalent to the usual definition in which “smooth” is replaced by
“real-analytic”.

5For example, letV D C, so(zjz0) D azz0 for somea > 0. Then

(x C iy)(x0 � iy0) D a(xx0 C yy0)� ia(xy0 � yx0),

and so
' D a(xx0 C yy0),  D a(xy0 � yx0).
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A C-valued functionf on an open subsetU of Cn is holomorphic if it is holomorphic
(i.e., differentiable) separately in each variable. As in the one-variable case,f is holomor-
phic if and only if it is analytic (Hartog’s theorem, Taylor 2002, 2.2.3), and so we can use
the terms interchangeably.

Recall that aC-valued functionf on U � C is holomorphic if and only if it is smooth
(as a function of two real variables) and satisfies the Cauchy-Riemann condition. This
condition has a geometric interpretation: it requires thatdfpWTpU ! Tf (p)C beC-linear
for all p 2 U . It follows that a smoothC-valued functionf on U � Cn is holomorphic if
and only if the mapsdfpWTpU ! Tf (p)C areC-linear for allp 2 U .

An almost-complex structureon a smooth manifoldM is a smooth tensor field(Jp)p2M ,
JpWTpM ! TpM , such thatJ 2

p D �1 for all p, i.e., it is a smoothly varying family of
complex structures on the tangent spaces. A complex structure on a smooth manifold en-
dows it with an almost-complex structure. In terms of complex local coordinatesz1, . . . , zn

in a neighbourhood of a pointp on a complex manifold and the corresponding real local
coordinatesx1, . . . , yn, Jp acts by

@

@xr
7! @

@yr
,

@

@yr
7! � @

@xr
. (6)

It follows from the last paragraph that the functor from complex manifolds to almost-
complex manifolds is fully faithful: a smooth map̨WM ! N of complex manifolds is
holomorphic (analytic) if the mapsd p̨WTpM ! T˛(p)N areC-linear for allp 2M . Not
every almost-complex structure on a smooth manifold arises from a complex structure —
those that do are said to beintegrable. An almost-complex structureJ on a smooth man-
ifold is integrable ifM can be covered by charts on whichJ takes the form (6) (because
this condition forces the transition maps to be holomorphic).6

A hermitian metric on a complex (or almost-complex) manifoldM is a riemannian
metricg such that

g(JX, J Y ) D g(X, Y ) for all vector fieldsX, Y . (7)

According to (5), for eachp 2 M , gp is the real part of a unique hermitian formhp on
TpM , which explains the name. Ahermitian manifold(M, g) is a complex manifold with
a hermitian metric, or, in other words, it is a riemannian manifold with a complex structure
such thatJ acts by isometries.

Hermitian symmetric spaces

A manifold (riemannian, hermitian, . . . ) is said to behomogeneousif its automorphism
group acts transitively. It issymmetricif, in addition, at some pointp there is an involution
sp (thesymmetry atp) havingp as an isolated fixed point. This means thatsp is an auto-
morphism such thats2p D 1 and thatp is the only fixed point ofsp in some neighbourhood
of p.

6See Wolf 1984, 8.7.2.
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For a riemannian manifold(M, g), the automorphism group is the group Is(M, g) of
isometries. A connected symmetric riemannian manifold is called asymmetric space.7

For example,Rn with the standard metricgp D
P

dxidxi is a symmetric space — the
translations are isometries, andx 7! �x is a symmetry at0.

For a hermitian manifold(M, g), the automorphism group is the group Is(M, g) of
holomorphic isometries:

Is(M, g) D Is(M1, g) \ Hol(M) (8)

(intersection inside Aut(M1); Hol(M) is the group of automorphisms ofM as a complex
manifold). A connected symmetric hermitian manifold is called ahermitian symmetric
space.8

EXAMPLE 1.1. (a) The complex upper half planeH1 becomes a hermitian symmetric space
when endowed with the metricdxdy

y2 . The action

�
a b

c d

�
z D az C b

cz C d
,

�
a b

c d

�
2 SL2(R), z 2 H1,

identifies SL2(R)=f˙Ig with the group of holomorphic automorphisms ofH1. For any

x C iy 2 H1, x C iy D
�p

y x=
p
y

0 1=
p
y

�
i, and soH1 is homogeneous. The isomorphism

z 7! �1=z is a symmetry ati 2 H1, and the riemannian metricdxdy
y2 is invariant under the

action of SL2(R) and has the hermitian property (7).
(b) The projective lineP1(C) (= riemann sphere) becomes a hermitian symmetric space

when endowed with the restriction (to the sphere) of the standard metric onR3. The group
of rotations is transitive, and reflection along a geodesic (great circle) through a point is a
symmetry. Both of these transformations leave the metric invariant.

(c) Any quotientC=ƒ of C by a discrete additive subgroupƒ becomes a hermitian
symmetric space when endowed with the standard metric. The group of translations is
transitive, andz 7! �z is a symmetry at0.

Curvature.

Recall that, for a plane curve, the curvature at a pointp is 1=r wherer is the radius of the
circle that best approximates the curve atp. For a surface in3-space, the principal curva-
tures at a pointp are the maximum and minimum of the signed curvatures of the curves
obtained by cutting the surface with planes through a normal atp (the sign is positive9 or

7Let (M, g) be a connected riemannian manifold. For eachp 2 M, there is a diffeomorphism on a
neighbourhood ofp (thegeodesic symmetry atp) that sends sends (t) to  (�t ) for each geodesic with
 (0) D p. Geometrically, it is reflection along geodesics throughp. When the geodesic symmetry atp is an
isometry,M is said to belocally symmetric atp. A symmetrysp atp coincides with the geodesic symmetry
at p (see1.11 below), and conversely(M, g) is (globally) symmetric if, for everyp 2 M , the geodesic
symmetry atp extends to a symmetrysp atp.

8Some authors say “globally symmetric riemannian space” for “symmetric space” and “globally symmet-
ric hermitian space” for “hermitian symmetric space.”

9According to my dictionary, “positive” can mean “greater than zero” or “not negative”. I use it only in
the first sense.
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negative according as the curve bends towards the normal or away). Although the principal
curvatures depend on the embedding of the surface intoR3, their product, thesectional
curvature at p, does not (Gauss’s Theorema Egregium) and so it is well-defined for any
two-dimensional riemannian manifold. More generally, for a pointp on any riemannian
manifoldM , one can define thesectional curvatureK(p, E) of the submanifold cut out
by the geodesics tangent to a two-dimensional subspaceE of TpM . Intuitively, positive
curvature means that the geodesics through a point converge, and negative curvature means
that they diverge. The geodesics in the upper half plane are the half-lines and semicir-
cles orthogonal to the real axis. Clearly, they diverge — in fact, this is Poincaré’s famous
model of noneuclidean geometry in which there are infinitely many “lines” through a point
parallel to any fixed “line” not containing it. More prosaically, one can compute that the
sectional curvature is�1. The Gauss curvature ofP1(C) is obviously positive, and that of
C=ƒ is zero.

The three types of hermitian symmetric spaces

The group of isometries of a symmetric space(M, g) has a natural structure of a Lie
group10 (Helgason 1978, IV 3.2). For a hermitian symmetric space(M, g), the group
Is(M, g) of holomorphic isometries is closed in the group of isometries of(M1, g) and
so is also a Lie group.

There are three families of hermitian symmetric spaces (ibid, VIII; Wolf 1984, 8.7):

Name example simply connected? curvature Is(M, g)C

noncompact type H1 yes negative adjoint, noncompact

compact type P1(C) yes positive adjoint, compact

euclidean C=ƒ not necessarily zero

A Lie group isadjoint if it is semisimple with trivial centre.
Every hermitian symmetric space, when viewed as hermitian manifold, decomposes

into a productM 0 �M� �MC with M 0 euclidean,M� of noncompact type, andMC

of compact type. The euclidean spaces are quotients of a complex spaceCg by a discrete
subgroup of translations. A hermitian symmetric space isirreducible if it is not the product
of two hermitian symmetric spaces of lower dimension. Each ofM� andMC is a product
of irreducible hermitian symmetric spaces, each of which has a simple isometry group.

We shall be especially interested in the hermitian symmetric spaces of noncompact type
— they are calledhermitian symmetric domains.

EXAMPLE 1.2 (SIEGEL UPPER HALF SPACE). TheSiegel upper half spaceHg of degree
g consists of the symmetric complexg � g matrices with positive definite imaginary part,
i.e.,

Hg D fZ D X C iY 2Mg(C) j X D X t , Y > 0g.
Note that the mapZ D (zij ) 7! (zij )j�i identifiesHg with an open subset ofCg(gC1)=2.
The symplectic group Sp2g(R) is the group fixing the alternating form

Pg
iD1xiy�i �

10This was proved by E. Cartan, and extended to all riemannian manifolds by Myers and Steenrod.
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Pg
iD1x�iyi:

Sp2g(R) D
��

A B

C D

�ˇ̌
ˇ̌ AtC D C tA AtD � C tB D Ig

DtA� BtC D Ig BtD D DtB

�
.

The group Sp2g(R) acts transitively onHg by

�
A B

C D

�
Z D (AZ C B)(CZ CD)�1.

The matrix
�

0 �Ig

Ig 0

�
acts as an involution onHg, and hasiIg as its only fixed point. Thus,

Hg is homogeneous and symmetric as a complex manifold, and we shall see in (1.4) below
thatHg is in fact a hermitian symmetric domain.

Example: Bounded symmetric domains.

A domain D in Cn is a nonempty open connected subset. It issymmetricif the group
Hol(D) of holomorphic automorphisms ofD (as a complex manifold) acts transitively and
for some point there exists a holomorphic symmetry. For example,H1 is a symmetric
domain andD1 is a bounded symmetric domain.

THEOREM 1.3. Every bounded domain has a canonical hermitian metric (called11 the
Bergman(n) metric). Moreover, this metric has negative curvature.

PROOF (SKETCH): Initially, let D be any domain inCn. The holomorphic square-integrable
functionsf WD ! C form a Hilbert spaceH(D) with inner product(f jg) D R

D
f gdv.

There is a unique12 (Bergman kernel) functionKWD �D! C such that
(a) the functionz 7! K(z, �) lies in H(D) for each�,
(b) K(z, �) D K(�, z), and

11After Stefan Bergmann. When he moved to the United States in 1939, he dropped the second n from his
name.

12When one ignores convergence questions, the proof is easy. Letk be a second function satisfying the
three conditions. Then

k(z, �) D
Z

K(z, t)k(t, �)dv(t)

D
Z

k(�, t )K(z, t)dv(t)

D K(z, �),

which proves the uniqueness. Let
K(z, �) DPmem(z) � em(�).

Then clearlyK(z, �) D K(�, z), and

f DPm(f jem)em D
Z

K(�, �)f (�)dv(�)

(actual equality, not almost-everywhere equality, because the functions are holomorphic).
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(c) f (z) D R K(z, �)f (�)dv(�) for all f 2 H(D).
For example, for any complete orthonormal set(em)m2N in H(D), K(z, �) D Pmem(z) �
em(�) is such a function. IfD is bounded, then all polynomial functions onD are square-
integrable, and so certainlyK(z, z) > 0 for all z. Moreover, log(K(z, z)) is smooth and
the equations

h DPhijdzidzj , hij (z) D @2

@zi@zj
logK(z, z),

define a hermitian metric onD, which can be shown to have negative curvature (Helgason
1978, VIII 3.3, 7.1; Krantz 1982, 1.4).

The Bergman metric, being truly canonical, is invariant under the action Hol(D). Hence,
a bounded symmetric domain becomes a hermitian symmetric domain for the Bergman
metric. Conversely, it is known that every hermitian symmetric domain can be embedded
into someCn as a bounded symmetric domain. Therefore, a hermitian symmetric domain
D has a unique hermitian metric that maps to the Bergman metric under every isomorphism
of D with a bounded symmetric domain. On each irreducible factor, it is a multiple of the
original metric.

EXAMPLE 1.4. LetDg be the set of symmetric complex matrices such thatIg�Z
t
Z is pos-

itive definite. Note that(zij ) 7! (zij )j�i identifiesDg as a bounded domain inCg(gC1)=2.
The mapZ 7! (Z � iIg)(Z C iIg)�1 is an isomorphism ofHg ontoDg. Therefore,Dg

is symmetric andHg has an invariant hermitian metric: they are both hermitian symmetric
domains.

Automorphisms of a hermitian symmetric domain

LEMMA 1.5. Let (M, g) be a symmetric space, and letp 2 M . Then the subgroupKp of
Is(M, g)C fixingp is compact, and

a �Kp 7! a � pW Is(M, g)C=Kp !M

is an isomorphism of smooth manifolds. In particular,Is(M, g)C acts transitively onM .

PROOF. For any riemannian manifold(M, g), the compact-open topology makes Is(M, g)

into a locally compact group for which the stabilizerK0p of a pointp is compact (Helgason
1978, IV 2.5). The Lie group structure on Is(M, g) noted above is the unique such structure
compatible with the compact-open topology (ibid. II 2.6). An elementary argument (e.g.,
MF 1.2) now shows that Is(M, g)=K0p ! M is a homeomorphism, and it follows that
the mapa 7! apW Is(M, g) ! M is open. Write Is(M, g) as a finite disjoint union
Is(M, g) D F

i Is(M, g)Cai of cosets of Is(M, g)C. For any two cosets the open sets
Is(M, g)Caip and Is(M, g)Cajp are either disjoint or equal, but, asM is connected, they
must all be equal, which shows that Is(M, g)C acts transitively. Now Is(M, g)C=Kp !
M is a homeomorphism, and it follows that it is a diffeomorphism (Helgason 1978, II
4.3a).
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PROPOSITION1.6. Let (M, g) be a hermitian symmetric domain. The inclusions

Is(M1, g) � Is(M, g) � Hol(M)

give equalities:
Is(M1, g)C D Is(M, g)C D Hol(M)C.

Therefore,Hol(M)C acts transitively onM , andHol(M)C=Kp
�DM1.

PROOF. The first equality is proved in Helgason 1978, VIII 4.3, and the second can be
proved similarly. The rest of the statement follows from (1.5).

Let H be a connected real Lie group. There need not be an algebraic groupG overR
such that13 G(R)C D H . However, ifH has a faithful finite-dimensional representation
H ,! GL(V ), then there exists an algebraic groupG � GL(V ) such that Lie(G) D [h, h]

(insidegl(V )) whereh D Lie(H) (Borel 1991, 7.9). IfH , in addition, is semisimple, then
[h, h] D h and so Lie(G) D h andG(R)C D H (inside GL(V )). This observation applies
to any connected adjoint Lie group and, in particular, to Hol(M)C, because the adjoint
representation on the Lie algebra is faithful.

PROPOSITION1.7. Let(M, g) be a hermitian symmetric domain, and leth D Lie(Hol(M)C).
There is a unique connected algebraic subgroupG of GL(h) such that

G(R)C D Hol(M)C (inside GL(h)).

For such aG,
G(R)C D G(R) \ Hol(M) (inside GL(h));

thereforeG(R)C is the stablizer inG(R) of M .

PROOF. The first statement was proved above, and the second follows from Satake 1980,
8.5.

EXAMPLE 1.8. The mapz 7! z�1 is an antiholomorphic isometry ofH1, and every isom-
etry ofH1 is either holomorphic or differs fromz 7! z�1 by a holomorphic isometry. In
this case,G D PGL2, and PGL2(R) acts holomorphically onCrR with PGL2(R)C as the
stabilizer ofH1.

The homomorphismupWU1! Hol(D)

Let U1 D fz 2 C j jzj D 1g (the circle group).

THEOREM 1.9. Let D be a hermitian symmetric domain. For eachp 2 D, there exists
a unique homomorphismupWU1 ! Hol(D) such thatup(z) fixesp and acts onTpD as
multiplication byz.

13For example, the (topological) fundamental group of SL2(R) is Z, and so SL2(R) has many proper
covering groups (even of finite degree). None of them is algebraic.
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EXAMPLE 1.10. Let p D i 2 H1, and lethWC�! SL2(R) be the homomorphismz D aC
ib 7! �

a b
�b a

�
. Thenh(z) acts on the tangent spaceTiH1 as multiplication byz=z, because

d
dz

�
azCb
�bzCa

� ji D a2Cb2

(a�bi)2 . Forz 2 U1, choose a square root
p

z 2 U1, and setu(z) D h(
p

z)

mod ˙ I . Thenu(z) is independent of the choice of
p

z becauseh(�1) D �I . Therefore,
u is a well-defined homomorphismU1 ! PSL2(R) such thatu(z) acts on the tangent
spaceTiH1 as multiplication byz.

Because of the importance of the theorem, I sketch a proof.

PROPOSITION1.11. Let (M, g) be symmetric space. The symmetrysp at p acts as�1 on
TpM , and, for any geodesic with  (0) D p, sp( (t)) D  (�t ). Moreover,(M, g) is
(geodesically) complete.

PROOF. Becauses2p D 1, (dsp)2 D 1, and sodsp acts semisimply onTpM with eigenval-
ues˙1. Recall that for any tangent vectorX at p, there is a unique geodesic W I ! M

with  (0) D p, P (0) D X . If (dsp)(X) D X , thensp ı  is a geodesic sharing these prop-
erties, and sop is not an isolated fixed point ofsp. This proves that only�1 occurs as an
eigenvalue. If(dsp)(X) D �X , thensp ı  andt 7!  (�t ) are geodesics throughp with
velocity�X , and so are equal. For the final statement, see Boothby 1975, VII 8.4.

By a canonical tensoron a symmetric space(M, g), I mean any tensor canonically
derived fromg, and hence fixed by any isometry of(M, g).

PROPOSITION1.12. On a symmetric space(M, g) every canonicalr -tensor withr odd is
zero. In particular, parallel translation of two-dimensional subspaces does not change the
sectional curvature.

PROOF. Let t be a canonicalr -tensor. Then

tp D tp ı (dsp)r
1.11D (�1)r tp,

and sot D 0 if r is odd. For the second statement, letr be the riemannian connection, and
let R be the corresponding curvature tensor (Boothby 1975, VII 3.2, 4.4). ThenrR is an
odd tensor, and so is zero. This implies that parallel translation of2-dimensional subspaces
does not change the sectional curvature.

PROPOSITION1.13. Let (M, g) and (M 0, g0) be riemannian manifolds in which paral-
lel translation of2-dimensional subspaces does not change the sectional curvature. Let
aWTpM ! Tp0M

0 be a linear isometry such thatK(p, E) D K(p0, aE) for every2-
dimensional subspaceE � TpM . Thenexpp(X) 7! expp0(aX) is an isometry of a neigh-
bourhood ofp onto a neighbourhood ofp0.

PROOF. This follows from comparing the expansions of the riemann metrics in terms of
normal geodesic coordinates. See Wolf 1984, 2.3.7.

PROPOSITION 1.14. If in (1.13) M and M 0 are complete, connected, and simply con-
nected, then there is a unique isometry˛WM !M 0 such that̨ (p) D p0 andd p̨ D a.

PROOF. See Wolf 1984, 2.3.12.
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I now complete the sketch of the proof of Theorem1.9. Eachz with jzj D 1 defines an
automorphism of(TpD, gp), and one checks that it preserves sectional curvatures. Accord-
ing to (1.11, 1.12, 1.14), there exists a unique isometryup(z)WD ! D such thatdup(z)p
is multiplication byz. It is holomorphic because it isC-linear on the tangent spaces. The
isometryup(z) ı up(z0) fixes p and acts as multiplication byzz0 on TpD, and so equals
up(zz0).

Cartan involutions

Let G be a connected algebraic group overR, and letg 7! g denote complex conjugation
on G(C). An involution� of G (as an algebraic group overR) is said to beCartan if the
group

G(�)(R)
dfD fg 2 G(C) j g D �(g)g (9)

is compact.

EXAMPLE 1.15. Let G D SL2, and let� D ad
�

0 1
�1 0

�
. For

�
a b
c d

� 2 SL2(C), we have

�
��

a b
c d

�� D � 0 1
�1 0

� � � a b
c d

� � � 0 1
�1 0

��1 D
�

d �c
�b a

�
.

Thus,

SL(�)
2 (R) D

n�
a b
c d

� 2 SL2(C) j d D a, c D �b
o

D ˚� a b

�b a

� 2 GL2(C) j jaj2 C jbj2 D 1
	 D SU2,

which is compact, being a closed bounded set inC2. Thus� is a Cartan involution for SL2.

THEOREM 1.16. There exists a Cartan involution if and only ifG is reductive, in which
case any two are conjugate by an element ofG(R).

PROOF. See Satake 1980, I 4.3.

EXAMPLE 1.17. Let G be a connected algebraic group overR.
(a) The identity map onG is a Cartan involution if and only ifG(R) is compact.
(b) LetG D GL(V ) with V a real vector space. The choice of a basis forV determines

a transpose operatorM 7! M t , andM 7! (M t)�1 is obviously a Cartan involution. The
theorem says that all Cartan involutions ofG arise in this way.

(c) Let G ,! GL(V ) be a faithful representation ofG. ThenG is reductive if and
only if G is stable underg 7! gt for a suitable choice of a basis forV , in which case the
restriction ofg 7! (gt)�1 to G is a Cartan involution; all Cartan involutions ofG arise in
this way from the choice of a basis forV (Satake 1980, I 4.4).

(d) Let � be an involution ofG. There is a unique real formG(�) of GC such that
complex conjugation onG(�)(C) is g 7! �(g). Then,G(�)(R) satisfies (9), and we see that
the Cartan involutions ofG correspond to the compact forms ofGC.
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PROPOSITION1.18. Let G be a connected algebraic group overR. If G(R) is compact,
then every finite-dimensional real representation ofG ! GL(V ) carries aG-invariant
positive definite symmetric bilinear form; conversely, if one faithful finite-dimensional real
representation ofG carries such a form, thenG(R) is compact.

PROOF. Let �WG ! GL(V ) be a real representation ofG. If G(R) is compact, then its
imageH in GL(V ) is compact. Letdh be the Haar measure onH , and choose a positive
definite symmetric bilinear formh j i onV . Then the form

hujvi0 D
Z

H

hhujhvidh

is G-invariant, and it is still symmetric, positive definite, and bilinear. For the converse,
choose an orthonormal basis for the form. ThenG(R) becomes identified with a closed set
of real matricesA such thatAt �A D I , which is bounded.

REMARK 1.19. The proposition can be restated for complex representations: ifG(R) is
compact then every finite-dimensional complex representation ofG carries aG-invariant
positive definite Hermitian form; conversely, if some faithful finite-dimensional complex
representation ofG carries aG-invariant positive definite Hermitian form, thenG is com-
pact. (In this case,G(R) is a subgroup of a unitary group instead of an orthogonal group.
For a sesquilinear form' to beG-invariant means that'(gu, gv) D '(u, v), g 2 G(C),
u, v 2 V .)

Let G be a real algebraic group, and letC be an element ofG(R) whose square is
central (so that adC is an involution). AC -polarizationon a real representationV of G is
aG-invariant bilinear form' such that the form'C ,

(u, v) 7! '(u, Cv),

is symmetric and positive definite.

PROPOSITION1.20. If adC is a Cartan involution ofG, then every finite-dimensional real
representation ofG carries aC -polarization; conversely, if one faithful finite-dimensional
real representation ofG carries aC -polarization, thenadC is a Cartan involution.

PROOF. An R-bilinear form' on a real vector spaceV defines a sesquilinear form' 0 on
V (C),

' 0WV (C)� V (C)! C, ' 0(u, v) D 'C(u, v).

Moreover,' 0 is hermitian (and positive definite) if and only if' is symmetric (and positive
definite).

Let �WG ! GL(V ) be a real representation ofG. For anyG-invariant bilinear form'
onV , 'C is G(C)-invariant, and so

' 0(gu, gv) D ' 0(u, v), all g 2 G(C), u, v 2 V (C). (10)

On replacingv with Cv in this equality, we find that

' 0(gu, C(C�1gC )v) D ' 0(u, Cv), all g 2 G(C), u, v 2 V (C), (11)
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which says that' 0C is invariant underG(adC).
If � is faithful and' is aC -polarization, then' 0C is a positive definite hermitian form,

and soG(adC)(R) is compact (1.19): adC is a Cartan involution.
Conversely, ifG(adC)(R) is compact, then every real representationG ! GL(V ) car-

ries aG(adC)(R)-invariant positive definite symmetric bilinear form' (1.18). Similar cal-
culations to the above show that'C�1 is aC -polarization onV .

Representations ofU1

Let T be a torus over a fieldk, and letK be a galois extension ofk splitting T . To give
a representation� of T on a k-vector spaceV amounts14 to giving anX �(T )-grading
V (K) DL�2X �(T )V� onV (K) Ddf K ˝k V with the property that

�(V�) D V��, all � 2 Gal(K=k), � 2 X �(T ).

HereV� is the subspace ofK ˝k V on whichT acts through�:

�(t)v D �(t) � v, for v 2 V�, t 2 T (K).

If V� 6D 0, we say that� occursin V .
When we regardU1 as a real algebraic torus, its characters arez 7! zn, n 2 Z. Thus,

X �(U1) �D Z, and complex conjugation acts onX �(U1) as multiplication by�1. Therefore
a representation ofU1 on a real vector spaceV corresponds to a gradingV (C) D ˚n2ZV n

with the property thatV (C)�n D V (C)n (complex conjugate). HereV n is the subspace of
V (C) on whichz acts aszn. Note thatV (C)0 D V (C)0 and so it is defined overR, i.e.,
V (C)0 D V 0(C) for V 0 the subspaceV \ V (C)0 of V (see AG 14.5). The natural map

V =V 0! V (C)=
L

n�0V (C)n �DLn>0V (C)n (12)

is an isomorphism. From this discussion, we see that every real representation ofU1 is a
direct sum of representations of the following types:

(a) V D R with U1 acting trivially (soV (C) D V 0);
(b) V D R2 with z D xC iy 2 U1(R) acting as

�
x y
�y x

�n
, n > 0 (soV (C) D V n˚V �n).

Classification of hermitian symmetric domains in terms of real groups

The representations ofU1 have the same description whether we regard it as a Lie group or
an algebraic group, and so every homomorphismU1! GL(V ) of Lie groups is algebraic.
It follows that the homomorphismupWU1! Hol(D)C �D G(R)C (see1.9, 1.7) is algebraic.

THEOREM1.21. LetD be a hermitian symmetric domain, and letG be the associated real
adjoint algebraic group (1.7). The homomorphismupWU1! G attached to a pointp of D

has the following properties:

14For a splitT , this simply says thatT is diagonalizable: every representation ofT is a direct sum of one
dimensional representations (Borel 1991, 8.4, 8.5). In the general case, let� be a representation ofTK on
K ˝ V . A direct computation shows that�� D � if and only if �V� D V�� for all �. Now use that�� D �
for all � if and only if � is defined overk (AG 14.7).
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(a) only the charactersz, 1, z�1 occur in the representation ofU1 on Lie(G)C defined
byup;

(b) ad(up(�1)) is a Cartan involution;
(c) up(�1) does not project to1 in any simple factor ofG.

Conversely, letG be a real adjoint algebraic group, and letuWU1! G satisfy (a), (b),
and (c). Then the setD of conjugates ofu by elements ofG(R)C has a natural structure of
a hermitian symmetric domain for whichG(R)C D Hol(D)C andu(�1) is the symmetry
at u (regarded as a point ofD).

PROOF (SKETCH): Let D be a hermitian symmetric domain, and letG be the associated
group (1.7). ThenG(R)C=Kp

�D D whereKp is the group fixingp (see1.6). Forz 2 U1,
up(z) acts on theR-vector space

Lie(G)=Lie(Kp) �D TpD

as multiplication byz, and it acts on Lie(Kp) trivially. From this, (a) follows.
The symmetrysp atp andup(�1) both fixp and act as�1 onTpD (see1.11); they are

therefore equal (1.14). It is known that the symmetry at a point of a symmetric space gives
a Cartan involution ofG if and only if the space has negative curvature (see Helgason 1978,
V 2; the real form ofG defined by adsp is that attached to the compact dual of the symmetric
space). Thus (b) holds.

Finally, if the projection ofu(�1) into a simple factor ofG were trivial, then that factor
would be compact (by (b); see1.17a), andD would have an irreducible factor of compact
type.

For the converse, letD be the set ofG(R)C-conjugates ofu. The centralizerKu of u

in G(R)C is contained infg 2 G(C) j g D u(�1) � g � u(�1)�1g, which, according to
(b), is compact. AsKu is closed, it also is compact. The equalityD D �G(R)C=Ku

� � u
endowsD with the structure of smooth (even real-analytic) manifold. For this structure,
the tangent space toD atu,

TuD D Lie(G)=Lie(Ku),

which, because of (a), can be identified with the subspace of Lie(G)C on whichu(z) acts as
z (see (12)). This endowsTuD with aC-vector space structure for whichu(z), z 2 U1, acts
as multiplication byz. BecauseD is homogeneous, this gives it the structure of an almost-
complex manifold, which can be shown to integrable (Wolf 1984, 8.7.9). The action of
Ku on D defines an action of it onTuD. BecauseKu is compact, there is aKu-invariant
positive definite form onTuD (see1.18), and becauseJ D u(i) 2 Ku, any such form will
have the hermitian property (7). Choose one, and use the homogeneity ofD to move it
to each tangent space. This will makeD into a hermitian symmetric space, which will be
a hermitian symmetric domain because each simple factor of its automorphism group is a
noncompact semisimple group (because of (b,c)).

COROLLARY 1.22. There is a natural one-to-one correspondence between isomorphism
classes of pointed hermitian symmetric domains and pairs(G, u) consisting of a real ad-
joint Lie group and a nontrivial homomorphismuWU1! G(R) satisfying (a), (b), (c).

EXAMPLE 1.23. Let uWU1! PSL2(R) be as in (1.10). Thenu(�1) D � 0 1
�1 0

�
and we saw

in 1.15that adu(�1) is a Cartan involution of SL2, hence also of PSL2.
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Classification of hermitian symmetric domains in terms of dynkin dia-
grams

Let G be a simple adjoint group overR, and letu be a homomorphismU1! G satisfying
(a) and (b) of Theorem1.21. By base extension, we get an adjoint groupGC, which is
simple because it is an inner form of its compact form,15 and a cocharacter� D uC of GC
satisfying the following condition:

(*) in the action ofGm on Lie(GC) defined by adı �, only the characters
z, 1, z�1 occur.

PROPOSITION1.24. The map(G, u) 7! (GC, uC) defines a bijection between the sets of
isomorphism classes of pairs consisting of

(a) a simple adjoint group overR and a conjugacy class ofuWU1 ! H satisfying
(1.21a,b), and

(b) a simple adjoint group overC and a conjugacy class of cocharacters satisfying (*).

PROOF. Let (G,�) be as in (b), and letg 7! g denote complex conjugation onG(C)

relative to the unique compact real form ofG (cf. 1.16). There is a real formH of G such
that complex conjugation onH(C) D G(C) is g 7! �(�1) � g ��(�1)�1, andu Ddf �jU1

takes values inH(R). The pair(H, u) is as in (a), and the map(G,�)! (H, u) is inverse
to (H, u) 7! (HC, uC) on isomorphism classes.

Let G be a simple algebraic groupC. Choose a maximal torusT in G and a base(˛i)i2I
for the roots ofG relative toT . Recall, that the nodes of the dynkin diagram of(G, T )

are indexed byI . Recall also (Bourbaki 1981, VI 1.8) that there is a unique(highest) root
Q̨ D Pni˛i such that, for any other root

P
mi˛i, ni � mi all i. An ˛i (or the associated

node) is said to bespecialif ni D 1.
Let M be a conjugacy class of nontrivial cocharacters ofG satisfying (*). Because all

maximal tori ofG are conjugate,M has a representative inX�(T ) � X�(G), and because
the Weyl group acts simply transitively on the Weyl chambers (Humphreys 1972, 10.3)
there is a unique representative� for M such thath˛i,�i � 0 for all i 2 I . The condition
(*) is that16 h˛,�i 2 f1, 0,�1g for all roots˛. Since� is nontrivial, not all the values
h˛,�i can be zero, and so this condition implies thath˛i ,�i D 1 for exactly onei 2 I ,
which must in fact be special (otherwiseh Q̨ ,�i > 1). Thus, theM satisfying (*) are in
one-to-one correspondence with the special nodes of the dynkin diagram. In conclusion:

THEOREM1.25. The isomorphism classes of irreducible hermitian symmetric domains are
classified by the special nodes on connected dynkin diagrams.

The special nodes can be read off from the list of dynkin diagrams in, for example,
Helgason 1978, p477. In the following table, we list the number of special nodes for each
type:

Type An Bn Cn Dn E6 E7 E8 F4 G2

n 1 1 3 2 1 0 0 0

15If GC is not simple, say,GC D G1 � G2, thenG D ResC=R(G1) and any inner form ofG is also the
restriction of scalars of aC-group; but such a group can not be compact (look at a subtorus).

16The� with this property are sometimes said to beminuscule(cf. Bourbaki 1981, pp226–227).
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In particular, there are no irreducible hermitian symmetric domains of typeE8, F4, or G2

and, up to isomorphism, there are exactly2 of typeE6 and1 of typeE7. It should be noted
that not every simple real algebraic group arises as the automorphism group of a hermitian
symmetric domain. For example, PGLn arises in this way only forn D 2.

NOTES. For introductions to smooth manifolds and riemannian manifolds, see Boothby
1975 and Lee 1997. The ultimate source for hermitian symmetric domains is Helgason
1978, but Wolf 1984 is also very useful, and Borel 1998 gives a succinct treatment close
to that of the pioneers. The present account has been influenced by Deligne 1973a and
Deligne 1979.
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2 Hodge structures and their classifying spaces

We describe various objects and their parameter spaces. Our goal is a description of hermi-
tian symmetric domains as the parameter spaces for certain special hodge structures.

Reductive groups and tensors

Let G be a reductive group over a fieldk of characteristic zero, and let�WG ! GL(V ) be
a representation ofG. Thecontragredientor dual �_ of � is the representation ofG on the
dual vector spaceV _ defined by

(�_(g) � f )(v) D f (�(g�1) � v), g 2 G, f 2 V _, v 2 V .

A representation is said to beself-dual if it is isomorphic to its contragredient.
An r -tensorof V is a multilinear map

t WV � � � � � V ! k (r -copies ofV ).

For anr -tensort , the condition

t (gv1, . . . , gvr ) D (v1, . . . , vr ), all vi 2 V ,

ong defines a closed subgroup of GL(V )t of GL(V ). For example, ift is a nondegenerate
symmetric bilinear formV � V ! k, then GL(V )t is the orthogonal group. For a setT

of tensors ofV ,
T

t2T GL(V )t is called thesubgroup ofGL(V ) fixing the t 2 T .

PROPOSITION2.1. For any faithful self-dual representationG ! GL(V ) of G, there exists
a finite setT of tensors ofV such thatG is the subgroup ofGL(V ) fixing thet 2 T .

PROOF. In Deligne 1982, 3.1, it is shown there exists a possibly infinite setT with this
property, but, becauseG is noetherian as a topological space (i.e., it has the descending
chain condition on closed subsets), a finite subset will suffice.

PROPOSITION2.2. LetG be the subgroup ofGL(V ) fixing the tensorst 2 T . Then

Lie(G) D ˚g 2 End(V )
ˇ̌P

j t (v1, . . . , gvj , . . . , vr ) D 0, all t 2 T , vi 2 V
	

.

PROOF. The Lie algebra of an algebraic groupG can be defined to be the kernel of
G(k["]) ! G(k). Herek["] is the k-algebra with"2 D 0. Thus Lie(G) consists of
the endomorphisms1C g" of V (k["]) such that

t ((1C g")v1, (1C g")v2, . . .) D t (v1, v2, . . .), all t 2 T , vi 2 V .

On expanding this and cancelling, we obtain the assertion.

Flag varieties

Fix a vector spaceV of dimensionn over a fieldk.
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The projective spaceP(V )

The setP(V ) of one-dimensional subspacesL of V has a natural structure of an algebraic
variety: the choice of a basis forV determines a bijectionP(V )! Pn�1, and the structure
of an algebraic variety inherited byP(V ) from the bijection is independent of the choice of
the basis.

Grassmann varieties

Let Gd(V ) be the set ofd-dimensional subspaces ofV , some0 < d < n. Fix a basis
for V . The choice of a basis forW then determines ad � n matrix A(W ) whose rows
are the coordinates of the basis elements. Changing the basis forW multipliesA(W ) on
the left by an invertibled � d matrix. Thus, the family of minors of degreed of A(W )

is well-determined up to multiplication by a nonzero constant, and so determines a point

P(W ) in P( n
d )�1. The mapW 7! P(W )WGd(V ) ! P( n

d )�1 identifiesGd(V ) with a

closed subvariety ofP( n
d )�1 (AG, 5.38). A coordinate-free description of this map is given

by
W 7!Vd

W WGd(V )! P(
Vd

V ). (13)

Let S be a subspace ofV of complementary dimensionn�d , and letGd(V )S be the set
of W 2 Gd(V ) such thatW \S D f0g. Fix aW0 2 Gd(V )S , so thatV D W0˚S . For any
W 2 Gd(V )S , the projectionW ! W0 given by this decomposition is an isomorphism,
and soW is the graph of a homomorphismW0! S :

w 7! s () (w, s) 2 W.

Conversely, the graph of any homomorphismW0! S lies inGd(V )S . Thus,

Gd(V )S �D Hom(W0, S). (14)

When we regardGd(V )S as an open subvariety ofGd(V ), this isomorphism identifies it
with the affine spaceA(Hom(W0, S)) defined by the vector space Hom(W0, S). Thus,
Gd(V ) is smooth, and the tangent space toGd(V ) atW0,

TW0
(Gd(V )) �D Hom(W0, S) �D Hom(W0, V =W0). (15)

Flag varieties

The above discussion extends easily to chains of subspaces. Letd D (d1, . . . , dr ) be a
sequence of integers withn > d1 > � � � > dr > 0, and letGd(V ) be the set of flags

F W V � V 1 � � � � � V r � 0 (16)

with V i a subspace ofV of dimensiondi. The map

Gd(V )
F 7!(V i)�����!Q

iGdi
(V ) �QiP(

Vdi V )
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realizesGd(V ) as a closed subset of
Q

iGdi
(V ) (Humphreys 1978, 1.8), and so it is a

projective variety. The tangent space toGd(V ) at the flagF consists of the families of
homomorphisms

'iWV i ! V =V i, 1 � i � r, (17)

satisfying the compatibility condition

'ijV iC1 � 'iC1 mod V iC1.

ASIDE 2.3. A basise1, . . . , en for V is adapted tothe flagF if it contains a basise1, . . . , eji

for eachV i. Clearly, every flag admits such a basis, and the basis then determines the flag.
Because GL(V ) acts transitively on the set of bases forV , it acts transitively onGd(V ).
For a flagF , the subgroupP(F) stabilizingF is an algebraic subgroup of GL(V ), and the
map

g 7! gF0WGL(V )=P(F0)! Gd(V )

is an isomorphism of algebraic varieties. BecauseGd(V ) is projective, this shows that
P(F0) is a parabolic subgroup of GL(V ).

Hodge structures

Definition

For a real vector spaceV , complex conjugation onV (C) Ddf C˝R V is defined by

z ˝ v D z ˝ v.

An R-basise1, . . . , em for V is also aC-basis forV (C) and
P

aiei D
P

aiei.
A hodge decompositionof a real vector spaceV is a decomposition

V (C) D
M

p,q2Z�Z
V p,q

such thatV q,p is the complex conjugate ofV p,q. A hodge structureis a real vector space
together with a hodge decomposition. The set of pairs(p, q) for which V p,q 6D 0 is
called thetypeof the hodge structure. For eachn,

L
pCqDn V p,q is stable under complex

conjugation, and so is defined overR, i.e., there is a subspaceVn of V such thatVn(C) DL
pCqDn V p,q (see AG 14.5). ThenV DLn Vn is called theweight decompositionof V .

If V D Vn, thenV is said to have weightn.
An integral (resp.rational) hodge structureis a freeZ-module of finite rankV (resp.

Q-vector space) together with a hodge decomposition ofV (R) such that the weight decom-
position is defined overQ.

EXAMPLE 2.4. LetJ be a complex structure on a real vector spaceV , and defineV �1,0 and
V 0,�1 to be theCi and�i eigenspaces ofJ acting onV (C). ThenV (C) D V �1,0˚V 0,�1

is a hodge structure of type(�1, 0), (0,�1), and every real hodge structure of this type
arises from a (unique) complex structure. Thus, to give a rational hodge structure of type
(�1, 0), (0,�1) amounts to giving aQ-vector spaceV and a complex structure onV (R),
and to give an integral hodge structure of type(�1, 0), (0,�1) amounts to giving aC-vector
spaceV and a latticeƒ � V (i.e., aZ-submodule generated by anR-basis forV ).
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EXAMPLE 2.5. Let X be a nonsingular projective algebraic variety overC. ThenH D
H n(X,Q) has a Hodge structure of weightn for which Hp,q � H n(X,C) is canonically
isomorphic toH q(X,�p) (Voisin 2002, 6.1.3).

EXAMPLE 2.6. Let Q(m) be the hodge structure of weight�2m on the vector spaceQ.
Thus,(Q(m))(C) D Q(m)�m,�m. DefineZ(m) andR(m) similarly.17

The hodge filtration

Thehodge filtrationassociated with a hodge structure of weightn is

F �W � � � � Fp � FpC1 � � � � , Fp DLr�pV r,s � V (C).

Note that forp C q D n,

F q DLs�qV s,r DLs�qV r,s DLr�pV r,s

and so
V p,q D Fp \ F q. (18)

EXAMPLE 2.7. For a hodge structure of type(�1, 0), (0,�1), the hodge filtration is

(F�1 � F 0 � F 2) D (V (C) � V 0,�1 � 0).

The obviousR-linear isomorphismV ! V (C)=F 0 defines the complex structure onV

noted in (2.4).

Hodge structures as representations ofS

Let S beC� regarded as a torus overR. It can be identified with the closed subgroup of
GL2(R) of matrices of the form18

�
a b
�b a

�
. ThenS(C) � C� � C� with complex conjuga-

tion acting by the rule(z1, z2) D (z2, z1). We fix the isomorphismSC �D Gm �Gm so that
S(R)! S(C) is z 7! (z, z), and we define the weight homomorphismwWGm! S so that

Gm(R)
w�! S(R) is r 7! r�1WR�! C�.

The characters ofSC are the homomorphisms(z1, z2) 7! z
p
1 z

q
2 , (r, s) 2 Z � Z. Thus,

X �(S) D Z � Z with complex conjugation acting as(p, q) 7! (q, p), and to give a
representation ofS on a real vector spaceV amounts to giving aZ � Z-grading ofV (C)

such thatV p,q D V q,p for all p, q (see p19). Thus, to give a representation ofS on a
real vector spaceV is the same as to give a hodge structure onV . Following Deligne
1979, 1.1.1.1, we normalize the relation as follows: the homomorphismhWS ! GL(V )

corresponds to the hodge structure onV such that

hC(z1, z2)v D z
�p
1 z

�q
2 v for v 2 V p,q. (19)

17It would be a little more canonical to take the underlying vector space ofQ(m) to be(2� i)mQ because
this makes certain relations invariant under a change of the choice ofi D p�1 in C.

18This is the transpose of the matrix ofaC ib acting onC relative to the basis1, i, but it gives the correct
action on the tangent space, namely, ifjzj D 1, thenh(z) acts asz2 (see1.10).
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In other words,

h(z)v D z�pz�qv for v 2 V p,q. (20)

Note the minus signs! The associated weight decomposition has

Vn D fv 2 V j wh(r)v D rng, wh D h ı w. (21)

Let�h be the cocharacter of GL(V ) defined by

�h(z) D hC(z, 1). (22)

Then the elements ofFp

h
V are sums ofv 2 V (C) satisfying�h (z) v D z�rv for some

r � p.
To give a hodge structure on aQ-vector spaceV amounts to giving a homomorphism

hW S! GL(V (R)) such thatwh is defined overQ.

EXAMPLE 2.8. By definition, a complex structure on a real vector space is a homomor-
phismhWC! EndR(V ) of R-algebras. ThenhjC�WC� ! GL(V ) is a hodge structure of
type(�1, 0), (0,�1) whose associated complex structure (see2.4) is that defined byh.19

EXAMPLE 2.9. The Hodge structureQ(m) corresponds to the homomorphismhW S !
GmR, h(z) D (zz)m.

The Weil operator

For a hodge structure(V , h), theR-linear mapC D h(i) is called theWeil operator. Note
thatC acts asiq�p onV p,q and thatC 2 D h(�1) acts as(�1)n onVn.

EXAMPLE 2.10. If V is of type(�1, 0), (0,�1), thenC coincides with theJ of (2.4). The
functor (V , (V �1,0, V 0,�1)) 7! (V , C ) is an equivalence from the category of real hodge
structures of type(�1, 0), (0,�1) to the category of complex vector spaces.

Hodge structures of weight0.

Let V be a hodge structure of weight0. ThenV 0,0 is invariant under complex conjugation,
and soV 0,0 D V 00(C), whereV 00 D V 0,0 \ V (see AG 14.5). Note that

V 00 D Ker(V ! V (C)=F 0). (23)

19This partly explains the signs in (19); see also Deligne 1979, 1.1.6. Following Deligne 1973b, 8.12,
and Deligne 1979, 1.1.1.1,hC(z1, z2)vp,q D z

�p
1 z

�q
2 vp,q has become the standard convention in the theory

of Shimura varieties. When one identifies complex structures on a real vector space with Hodge structures
of type (1, 0), (0, 1) (or abelian varieties with hodge structures usingH 1 rather thanH1), then it is more
convenient to use the conventionhC(z1, z2)vp,q D z

q
1z

p
2 v

p,q (note the switch). I tried this in the lectures, but
have abandoned it because it causes too much confusion. Following Deligne 1971a, 2.1.5.1, the convention
hC(z1, z2)vp,q D z

p
1 z

q
2v

p,q is commonly used in hodge theory (e.g., Voisin 2002, p147).
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Tensor products of hodge structures

The tensor product of hodge structuresV andW of weightm andn is a hodge structure
of weightmC n:

V ˝W, (V ˝W )p,q DLrCr 0Dp,sCs0DqV r,s ˝ V r 0,s0 .

In terms of representations ofS,

(V , hV )˝ (W, hW ) D (V ˝W, hV ˝ hW ).

Morphisms of hodge structures

A morphism of Hodge structures is a linear mapV ! W sendingV p,q into W p,q for all
p, q. In other words, it is a morphism(V , hV )! (W, hW ) of representations ofS.

Hodge tensors

Let R D Z, Q, or R, and let(V , h) be anR-hodge structure of weightn. A multilinear
form t WV r ! R is ahodge tensorif the map

V ˝ V ˝ � � � ˝ V ! R(�nr=2)

it defines is a morphism of hodge structures. In other words,t is a hodge tensor if

t (h(z)v1, h(z)v2, . . .) D (zz)�nr=2 � tR(v1, v2, . . .), all z 2 C, vi 2 V (R),

or if P
pi 6D

P
qi ) tC(v

p1,q1

1 , v
p2,q2

2 , . . .) D 0, v
pi,qi

i 2 V pi,qi . (24)

Note that, for a hodge tensort ,

t (Cv1, Cv2, . . .) D t (v1, v2, . . .).

EXAMPLE 2.11. Let (V , h) be a hodge structure of type(�1, 0), (0,�1). A bilinear form
t WV � V ! R is a hodge tensor if and only ift (Ju, Jv) D t (u, v) for all u, v 2 V .

Polarizations

Let (V , h) be a hodge structure of weightn. A polarization of (V , h) is a hodge tensor
 WV �V ! R such that C (u, v) Ddf  (u, Cv) is symmetric and positive definite. Then
 is symmetric or alternating according asn is even or odd, because

 (v, u) D  (Cv, C u) D  C (Cv, u) D  C (u, Cv) D  (u, C 2v) D (�1)n (u, v).

More generally, let(V , h) be anR-hodge structure of weightn whereR is Z or Q. A
polarizationof (V , h) is a bilinear form WV � V ! R such that R is a polarization of
(V (R), h).
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EXAMPLE 2.12. Let (V , h) be anR-hodge structure of type(�1, 0), (0,�1) with R D
Z, Q, or R, and letJ D h(i). A polarization of(V , h) is an alternating bilinear form
 WV � V ! R such that, foru, v 2 V (R),

 R(Ju, Jv) D  (u, v), and

 R(u, Ju) > 0 if u 6D 0.

(These conditions imply that R(u, Jv) is symmetric.)

EXAMPLE 2.13. LetX be a nonsingular projective variety overC. The choice of an embed-
ding X ,! PN determines a polarization on the primitive part ofH n(X,Q) (Voisin 2002,
6.3.2).

Variations of hodge structures

Fix a real vector spaceV , and letS be a connected complex manifold. Suppose that,
for eachs 2 S , we have a hodge structurehs on V of weight n (independent ofs). Let
V

p,q
s D V

p,q

hs
andF

p
s D F

p
s V D F

p

hs
V .

The family of hodge structures(hs)s2S onV is said to becontinuousif, for fixed p and
q, the subspaceV p,q

s varies continuously withs. This means that the dimensiond(p, q) of
V

p,q
s is constant and the map

s 7! V p,q
s WS ! Gd(p,q)(V )

is continuous.
A continuous family of hodge structures(V

p,q
s )s is said to beholomorphicif the hodge

filtration F �s varies holomorphically withs. This means that the map',

s 7! F �s WS ! Gd(V )

is holomorphic. Hered D (. . . , d(p), . . .) whered(p) D dimF
p
s V DPr�pd(r, q). Then

the differential of' at s is aC-linear map

d'sWTsS ! TF�s (Gd(V ))
(17)� L

p Hom(Fp
s , V =Fp

s ).

If the image ofd's is contained in
L

p Hom(Fp
s , Fp�1

s =Fp
s ),

for all s, then the holomorphic family is called avariation of hodge structures onS .
Now let T be a family of tensors onV including a nondegenerate bilinear formt0, and

let d WZ� Z! N be a function such that

d(p, q) D 0 for almost allp, q;

d(q, p) D d(p, q);

d(p, q) D 0 unlessp C q D n.

DefineS(d, T ) to be the set of all hodge structuresh onV such that
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ı dimV
p,q

h
D d(p, q) for all p, q;

ı eacht 2 T is a hodge tensor forh;
ı t0 is a polarization forh.

ThenS(d, T ) acquires a topology as a subspace of
Q

d(p,q)6D0Gd(p,q)(V ).

THEOREM 2.14. LetSC be a connected component ofS(d, T ).
(a) If nonempty,SC has a unique complex structure for which(hs) is a holomorphic

family of hodge structures.
(b) With this complex structure,SC is a hermitian symmetric domain if(hs) is a variation

of hodge structures.20

(c) Every irreducible hermitian symmetric domain is of the formSC for a suitableV , d ,
andT .

PROOF (SKETCH). (a) LetSC D S(d, T )C. Because the hodge filtration determines the

hodge decomposition (see (18)), the mapx 7! F �s WSC
'! Gd(V ) is injective. LetG be

the smallest algebraic subgroup of GL(V ) such that

h(S) � G, all h 2 SC (25)

(takeG to be the intersection of the algebraic subgroups of GL(V ) with this property),
and letho 2 SC. For anyg 2 G(R)C, ghog

�1 2 SC, and it can be shown that the map
g 7! g � ho � g�1WG(R)C! SC is surjective:

SC D G(R)C � ho.

The subgroupKo of G(R)C fixing ho is closed, and soG(R)C=Ko is a smooth (in fact, real
analytic) manifold. Therefore,SC acquires the structure of a smooth manifold from

SC D (G(R)C=Ko) � ho
�D G(R)C=Ko.

Let g D Lie(G). FromS
ho�! G

Ad�! g � End(V ), we obtain Hodge structures ong and
End(V ). Clearly,g00 D Lie(Ko) and soTho

SC �D g=g00. In the diagram,

Tho
SC�D g=g00 � - End(V )=End(V )00

g(C)=F 0

(23)
?
�D

� - End(V (C))=F 0

(23)
?
�D

�DTho
Gd(V ).

(26)

the map from top-left to bottom-right is(d')ho
, which therefore mapsTho

SC onto a com-
plex subspace ofTho

Gd(V ). Since this is true for allho 2 SC, we see that' identifies
SC with an almost-complex submanifoldGd(V ). It can be shown that this almost-complex

20In the preliminary version, I claimed that this was “if and only if”, but, as Fritz Hörmann pointed out to
me, the “only if” is not true. For example, letV D R2 with the standard alternating form. Then the functions
d(1, 0) D d(0, 1) D 1 andd(5, 0) D d(0, 5) D 1 give the same setsS(d, T ) but only the first is a variation
of hodge structures. Theu given naturally by the secondd is the fifth power of that given by the firstd, and
u(z) doesn’t act as multiplication byz on the tangent space.



Variations of hodge structures 31

structure is integrable, and so providesSC with a complex structure for which' is holo-
morphic. Clearly, this is the only (almost-)complex structure for which this is true.

(b) See Deligne 1979, 1.1.
(c) Given an irreducible hermitian symmetric domainD, choose a faithful self-dual rep-

resentationG ! GL(V ) of the algebraic groupG associated withD (as in1.7). Because
V is self-dual, there is a nondegenerate bilinear formt0 on V fixed byG. Apply Theorem
2.1 to find a set of tensorsT such thatG is the subgroup of GL(V ) fixing the t 2 T . Let

ho be the compositeS
z 7!z=z�! U1

uo! GL(V ) with uo as in (1.9). Then,ho defines a hodge
structure onV for which thet 2 T are hodge tensors andto is a polarization. One can
check thatD is naturally identified with the component ofS(d, T )C containing this hodge
structure.21

REMARK 2.15. The mapSC! Gd(V ) in the proof is an embedding of smooth manifolds
(injective smooth map that is injective on tangent spaces and mapsSC homeomorphically
onto its image). Therefore, if a smooth mapT ! Gd(V ) factors into

T
˛�! SC �! Gd(V ),

then˛ will be smooth. Moreover, if the mapT ! Gd(V ) is defined by a holomorphic
family of hodge structures onT , and it factors throughSC, then˛ will be holomorphic.

ASIDE 2.16. As we noted in (2.5), for a nonsingular projective varietyV overC, the co-
homology groupH n(V (C),Q) has a natural Hodge structure of weightn. Now consider
a regular map� WV ! S of nonsingular varieties whose fibresVs (s 2 S ) are nonsingu-
lar projective varieties of constant dimension. The vector spacesH n(Vs,Q) form a local
system ofQ-vector spaces onS , and Griffiths showed that the Hodge structures on them
form a variation of hodge structures in a slightly more general sense than that defined above
(Voisin 2002, Proposition 10.12).

NOTES. Theorem2.14is taken from Deligne 1979.

21Given a pair(V , (V p,q)p,q , T ), defineL to be the sub-Lie-algebra of End(V ) fixing thet 2 T , i.e., such
that P

i t (v1, . . . , gvi , . . . , vr ) D 0.

Then L has a hodge structure of weight0. We say that(V , (V p,q)p,q , T ) is special if L is of type
(�1, 1), (0, 0), (1,�1). The familyS(d, T )C containing(V , (V p,q)p,q , T ) is a variation of hodge structures
if and only if (H, T ) is special.
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3 Locally symmetric varieties

In this section, we study quotients of hermitian symmetric domains by certain discrete
groups.

Quotients of hermitian symmetric domains by discrete groups

PROPOSITION3.1. Let D be a hermitian symmetric domain, and let� be a discrete sub-
group ofHol(D)C. If � is torsion free, then� acts freely onD, and there is a unique
complex structure on�nD for which the quotient map� WD ! �nD is a local isomor-
phism. Relative to this structure, a map' from �nD to a second complex manifold is
holomorphic if and only if' ı � is holomorphic.

PROOF. Let � be a discrete subgroup of Hol(D)C. According to (1.5, 1.6), the stabilizer
Kp of any pointp 2 D is compact andg 7! gpWHol(D)C=Kp ! D is a homeomorphism,
and so (MF, 2.5):

(a) for anyp 2 D, fg 2 � j gp D pg is finite;
(b) for any p 2 D, there exists a neighbourhoodU of p such that, forg 2 �, gU is

disjoint fromU unlessgp D p;
(c) for any pointsp, q 2 D not in the same�-orbit, there exist neighbourhoodsU of p

andV of q such thatgU \ V D ; for all g 2 �.
Assume� is torsion free. Then the group in (a) is trivial, and so� acts freely onD.
Endow�nD with the quotient topology. IfU and V are as in (c) , then�U and�V

are disjoint neighbourhoods of�p and�q, and so�nD is separated. Letq 2 �nD, and
let p 2 ��1(q). If U is as in (b), then the restriction of� to U is a homeomorphism
U ! �U , and it follows that�nD a manifold.

Define aC-valued functionf on an open subsetU of �nD to be holomorphic iff ı�
is holomorphic on��1U . The holomorphic functions form a sheaf on�nD for which� is
a local isomorphism of ringed spaces. Therefore, the sheaf defines a complex structure on
�nD for which� is a local isomorphism of complex manifolds.

Finally, let 'W�nD ! M be a map such that' ı � is holomorphic, and letf be a
holomorphic function on an open subsetU of M . Thenf ı ' is holomorphic because
f ı ' ı � is holomorphic, and so' is holomorphic.

When� is torsion free, we often writeD(�) for �nD regarded as a complex manifold.
In this case,D is the universal covering space ofD(�) and� is the group of covering
transformations; moreover, for any pointp of D, the map

g 7! [image under� of any path fromp to gp]W� ! �1(D(�),�p)

is an isomorphism (Hatcher 2002, 1.40).

Subgroups of finite covolume

We shall only be interested in quotients ofD by “big” discrete subgroups� of Aut(D)C.
This condition is conveniently expressed by saying that�nD has finite volume. By defini-
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tion, D has a riemannian metricg and hence a volume element�: in local coordinates

� D
p

det(gij (x))dx1 ^ . . . ^ dxn.

Sinceg is invariant under�, so also is�, and so it passes to the quotient�nD. The
condition is that

R
�nD � <1.

For example, letD D H1 and let� D PSL2(Z). Then

F D fz 2 H1 j jzj > 1, �1
2
< <z < 1

2
g

is a fundamental domain for� and
Z

�nD
� D

ZZ

F

dxdy

y2
�
Z 1
p
3=2

Z 1=2

�1=2

dxdy

y2
D
Z 1
p
3=2

dy

y2
<1.

On the other hand, the quotient ofH1 by the group of translationsz 7! z C n, n 2 Z, has
infinite volume, as does the quotient ofH1 by the trivial group.

A real Lie groupG has a left invariant volume element, which is unique up to a positive
constant (cf. Boothby 1975, VI 3.5). A discrete subgroup� of G is said to havefinite
covolumeif �nG has finite volume. For a torsion free discrete subgroup� of Hol(D)C,
an application of Fubini’s theorem shows that�nHol(D)C has finite volume if and only if
�nD has finite volume (Witte 2001, Exercise 1.27).

Arithmetic subgroups

Two subgroupsS1 andS2 of a groupH arecommensurableif S1 \ S2 has finite index in
bothS1 andS2. For example, two infinite cyclic subgroupsZa andZb of R are commen-
surable if and only ifa=b 2 Q�. Commensurability is an equivalence relation.22

Let G be an algebraic group overQ. A subgroup� of G(Q) is arithmetic if it is
commensurable withG(Q) \ GLn(Z) for some embedding23 G ,! GLn. It is then com-
mensurable withG(Q) \GLn0(Z) for every embeddingG ,! GLn0 (Borel 1969, 7.13).

PROPOSITION3.2. Let �WG ! G 0 be a surjective homomorphism of algebraic groups
overQ. If � � G(Q) is arithmetic, then so also is�(�) � G 0(Q).

PROOF. Borel 1969, 8.9, 8.11, or Platonov and Rapinchuk 1994, Theorem 4.1, p204.

An arithmetic subgroup� of G(Q) is obviously discrete inG(R), but it need not have
finite covolume; for example,� D f˙1g is an arithmetic subgroup ofGm(Q) of infinite
covolume inR�. Thus, if� is to have finite covolume, there can be no nonzero homomor-
phismG ! Gm. For reductive groups, this condition is also sufficient.

22If H andH 0 are subgroups of finite index in a groupG, thenH \ H 0 has finite index inH (because
H=H \ H 0 ! G=H 0 is injective). It follows that ifH1 andH3 are each commensurable withH2, then
H1 \ H2 \ H3 has finite index in each ofH1 \ H2 andH2 \ H3 (and therefore inH1 andH3). Hence,
H1 \H3 has finite index in each ofH1 andH3.

23Here, embedding means injective homomorphism.
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THEOREM 3.3. LetG be a reductive group overQ, and let� be an arithmetic subgroup of
G(Q).

(a) The space�nG(R) has finite volume if and only ifHom(G,Gm) D 0 (in particular,
�nG(R) has finite volume ifG is semisimple).24

(b) The space�nG(R) is compact if and only ifHom(G,Gm) D 0 andG(Q) contains
no unipotent element (other than1).

PROOF. Borel 1969, 13.2, 8.4, or Platonov and Rapinchuk 1994, Theorem 4.13, p213,
Theorem 4.12, p210. [The intuitive reason for the condition in (b) is that the rational
unipotent elements correspond to cusps (at least in the case of SL2 acting onH1), and so
no rational unipotent elements means no cusps.]

EXAMPLE 3.4. Let B be a quaternion algebra overQ such thatB ˝Q R � M2(R), and
let G be the algebraic group overQ such thatG(Q) is the group of elements inB of
norm 1. The choice of an isomorphismB ˝Q R ! M2(R) determines an isomorphism
G(R) ! SL2(R), and hence an action ofG(R) onH1. Let � be an arithmetic subgroup
of G(Q).

If B � M2(Q), thenG � SL2, which is semisimple, and so�nSL2(R) (hence also
�nH1) has finite volume. However, SL2(Q) contains the unipotent element

�
1 1
0 1

�
, and so

�nSL2(R) is not compact.
If B 6� M2(Q), it is a division algebra, and soG(Q) contains no unipotent element

6D 1 (for otherwiseB� would contain a nilpotent element). Therefore,�nG(R) (hence
also�nH1) is compact

Let k be a subfield ofC. An automorphism̨ of a k-vector spaceV is said to beneat
if its eigenvalues inC generate a torsion free subgroup ofC� (which implies that̨ does
not have finite order). LetG be an algebraic group overQ. An elementg 2 G(Q) is neat
if �(g) is neat for one faithful representationG ,! GL(V ), in which case�(g) is neat for
every representation� of G defined over a subfield ofC (apply Waterhouse 1979, 3.5). A
subgroup ofG(Q) is neat if all its elements are.

PROPOSITION3.5. Let G be an algebraic group overQ, and let� be an arithmetic sub-
group ofG(Q). Then,� contains a neat subgroup� 0 of finite index. Moreover,� 0 can
be defined by congruence conditions (i.e., for some embeddingG ,! GLn and integerN ,
� 0 D fg 2 � j g � 1 modN g).

PROOF. Borel 1969, 17.4.

Let H be a connected real Lie group. A subgroup� of H is arithmetic if there exists
an algebraic groupG overQ and an arithmetic subgroup�0 of G(Q) such that�0\G(R)C

maps onto� under a surjective homomorphismG(R)C! H with compact kernel.

24Recall (cf. the Notations) that Hom(G,Gm) D 0 means that there is no nonzero homomorphismG !
Gm defined overQ.
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PROPOSITION 3.6. Let H be a semisimple real Lie group that admits a faithful finite-
dimensional representation. Every arithmetic subgroup� of H is discrete of finite covol-
ume, and it contains a torsion free subgroup of finite index.

PROOF. Let ˛WG(R)C ³ H and�0 � G(Q) be as in the definition of arithmetic sub-
group. Because Ker(˛) is compact,̨ is proper (Bourbaki 1989, I 10.3) and, in particular,
closed. Because�0 is discrete inG(R), there exists an openU � G(R)C whose intersec-
tion with �0 is exactly the kernel of�0 \ G(R)C ! �. Now ˛(G(R)C r U ) is closed in
H , and its complement intersects� in f1�g. Therefore,� is discrete inH . It has finite
covolume because�0nG(R)C maps onto�nH and we can apply (3.3a). Let�1 be a neat
subgroup of�0 of finite index (3.5). The image of�1 in H has finite index in�, and its
image under any faithful representation ofH is torsion free.

REMARK 3.7. There are many nonarithmetic discrete subgroup in SL2(R) of finite co-
volume. According to the Riemann mapping theorem, every compact riemann surface of
genusg � 2 is the quotient ofH1 by a discrete subgroup of PGL2(R)C acting freely on
H1. Since there are continuous families of such riemann surfaces, this shows that there are
uncountably many discrete cocompact subgroups in PGL2(R)C (therefore also in SL2(R)),
but there only countably many arithmetic subgroups.

The following (Fields medal) theorem of Margulis shows that SL2 is exceptional in
this regard: let� be a discrete subgroup of finite covolume in a noncompact simple real
Lie group H ; then� is arithmetic unlessH is isogenous to SO(1, n) or SU(1, n) (see
Witte 2001, 6.21 for a discussion of the theorem). Note that, because SL2(R) is isogenous
to SO(1, 2), the theorem doesn’t apply to it.

Brief review of algebraic varieties

Let k be a field. Anaffine k-algebra is a finitely generatedk-algebraA such thatA ˝k kal is
reduced (i.e., has no nilpotents). Such an algebra is itself reduced, and whenk is perfect every
reduced finitely generatedk-algebra is affine.

Let A be an affinek-algebra. Define specm(A) to be the set of maximal ideals inA endowed
with the topology having as basisD(f ), D(f ) D fm j f =2 mg, f 2 A. There is a unique sheaf
of k-algebrasO on specm(A) such thatO(D(f )) D Af for all f . HereAf is the algebra obtained
from A by invertingf . Any ringed space isomorphic to a ringed space of the form

Specm(A) D (specm(A),O)

is called anaffine varietyoverk. The stalk atm is the local ringAm, and so Specm(A) is a locally
ringed space.

This all becomes much more familiar whenk is algebraically closed. When we writeA D
k[X1, . . . , Xn]=a, the space specm(A) becomes identified with the zero set ofa in kn endowed with
the zariski topology, andO becomes identified with the sheaf ofk-valued functions on specm(A)

locally defined by polynomials.
A topological spaceV with a sheaf ofk-algebrasO is aprevarietyoverk if there exists a finite

covering(Ui) of V by open subsets such that(Ui ,OjUi) is an affine variety overk for all i. A
morphism of prevarieties overk is simply a morphism of ringed spaces ofk-algebras. A prevariety
V overk is separatedif, for all pairs of morphisms ofk-prevarieties̨ ,ˇWZ ⇒ V , the subset ofZ
on which˛ andˇ agree is closed. Avariety overk is a separated prevariety overk.
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Alternatively, the varieties overk are precisely the ringed spaces obtained from geometrically-
reduced separated schemes of finite type overk by deleting the nonclosed points.

A morphism of algebraic varieties is also called aregular map, and the elements ofO(U ) are
called theregular functionsonU .

For the variety approach to algebraic geometry, see AG, and for the scheme approach, see
Hartshorne 1977.

Algebraic varieties versus complex manifolds

The functor from nonsingular algebraic varieties to complex manifolds

For a nonsingular varietyV overC, V (C) has a natural structure as a complex manifold.
More precisely:

PROPOSITION3.8. There is a unique functor(V ,OV ) 7! (V an,OV an) from nonsingular
varieties overC to complex manifolds with the following properties:

(a) as sets,V D V an, every zariski-open subset is open for the complex topology, and
every regular function is holomorphic;25

(b) if V D An, thenV an D Cn with its natural structure as a complex manifold;
(c) if 'WV ! W is étale, then'anWV an! W an is a local isomorphism.

PROOF. A regular map'WV ! W is étale if the mapd'pWTpV ! TpW is an isomor-
phism for allp 2 V . Note that conditions (a,b,c) determine the complex-manifold structure
on any open subvariety ofAn and also on any varietyV that admits ańetale map to an open
subvariety ofAn. Since every nonsingular variety admits a zariski-open covering by suchV

(AG, 4.31), this shows that there exists at most one functor satisfying (a,b,c), and suggests
how to define it.

Obviously, a regular map'WV ! W is determined by'anWV an! W an, but not every
holomorphic mapV an ! W an is regular. For example,z 7! ezWC ! C is not regular.
Moreover, a complex manifold need not arise from a nonsingular algebraic variety, and
two nonsingular varietiesV andW can be isomorphic as complex manifolds without being
isomorphic as algebraic varieties (Shafarevich 1994, VIII 3.2). In other words, the functor
V 7! V an is faithful, but it is neither full nor essentially surjective on objects.

REMARK 3.9. The functorV 7! V an can be extended to all algebraic varieties once one has
the notion of a “complex manifold with singularities”. This is called acomplex space. For
holomorphic functionsf1, . . . , fr on a connected open subsetU of Cn, let V (f1, . . . , fr )

denote the set of common zeros of thefi in U ; one endowsV (f1, . . . , fr ) with a natural
structure of ringed space, and then defines a complex space to be a ringed space(S,OS)

that is locally isomorphic to one of this form (Shafarevich 1994, VIII 1.5).

25These conditions require that the identity mapV ! V be a map of ringed spaces(V an,OV an) !
(V ,OV ). This map is universal.
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Necessary conditions for a complex manifold to be algebraic

3.10. Here are two necessary conditions for a complex manifoldM to arise from an alge-
braic variety.

(a) It must be possible to embedM as an open submanifold of a compact complex
manfoldM � in such a way that the boundaryM �rM is a finite union of manifolds
of dimension dimM � 1.

(b) If M is compact, then the field of meromorphic functions onM must have transcen-
dence degree dimM overC.

The necessity of (a) follows from Hironaka’s theorem on the resolution of singularities,
which shows that every nonsingular varietyV can be embedded as an open subvariety of a
complete nonsingular varietyV � in such a way that the boundaryV � r V is a divisor with
normal crossings (see p40), and the necessity of (b) follows from the fact that, whenV is
complete and nonsingular, the field of meromorphic functions onV an coincides with the
field of rational functions onV (Shafarevich 1994, VIII 3.1).

Here is one positive result: the functor

fprojective nonsingular curves overCg ! fcompact riemann surfacesg
is an equivalence of categories (see MF, pp88-91, for a discussion of this theorem). Since
the proper zariski-closed subsets of algebraic curves are the finite subsets, we see that for
riemann surfaces the condition (3.10a) is also sufficient: a riemann surfaceM is algebraic
if and only if it is possible to embedM in a compact riemann surfaceM � in such a way that
the boundaryM � rM is finite. The maximum modulus principle (Cartan 1963, VI 4.4)
shows that a holomorphic function on a connected compact riemann surface is constant.
Therefore, if a connected riemann surfaceM is algebraic, then every bounded holomorphic
function onM is constant. We conclude thatH1 does not arise from an algebraic curve,
because the functionz 7! z�i

zCi is bounded, holomorphic, and nonconstant.
For any latticeƒ in C, the Weierstrass} function and its derivative embedC=ƒ into

P2(C) (as an elliptic curve). However, for a latticeƒ in C2, the field of meromorphic
functions onC2=ƒ will usually have transcendence degree< 2, and soC2=ƒ is not an
algebraic variety.26 For quotients ofCg by a latticeƒ, condition (3.10b) is sufficient for
algebraicity (Mumford 1970, p35).

Projective manifolds and varieties

A complex manifold (resp. algebraic variety) isprojectiveif it is isomorphic to a closed
submanifold (resp. closed subvariety) of a projective space. The first truly satisfying theo-
rem in the subject is the following:

THEOREM3.11(CHOW 1949). Every projective complex manifold has a unique structure
of a nonsingular projective algebraic variety, and every holomorphic map of projective
complex manifolds is regular for these structures. (Moreover, a similar statement holds for
complex spaces.)

26A complex torusCg=ƒ is algebraic if and only if it admits a riemann form (see6.7below). Whenƒ is
the lattice inC2 generated by(1, 0), (i, 0), (0, 1), (˛,ˇ) with ˇ nonreal,C2=ƒ does not admit a riemann form
(Shafarevich 1994, VIII 1.4).
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PROOF. See Shafarevich 1994, VIII 3.1 (for the manifold case).

In other words, the functorV 7! V an is an equivalence from the category of (non-
singular) projective algebraic varieties to the category of projective complex (manifolds)
spaces.

The theorem of Baily and Borel

THEOREM 3.12 (BAILY AND BOREL 1966). Let D(�) D �nD be the quotient of a
hermitian symmetric domain by a torsion free arithmetic subgroup� of Hol(D)C. Then
D(�) has a canonical realization as a zariski-open subset of a projective algebraic variety
D(�)�. In particular, it has a canonical structure as an algebraic variety.

Recall the proof forD D H1. SetH�1 D H1 [ P1(Q) (rational points on the real axis
plus the pointi1). Then� acts onH�1, and the quotient�nH�1 is a compact riemann
surface. One can then show that the modular forms of a sufficiently high weight embed
�nH�1 as a closed submanifold of a projective space. Thus�nH�1 is algebraic, and as
�nH1 omits only finitely many points of�nH�1, it is automatically a zariski-open subset
of �nH�1. The proof in the general case is similar, but is much more difficult. Briefly,
D(�)� D �nD� whereD� is the union ofD with certain “rational boundary components”
endowed with the Satake topology; again, the automorphic forms of a sufficiently high
weight map�nD� isomorphically onto a closed subvariety of a projective space, and�nD
is a zariski-open subvariety of�nD�.

For the Siegel upper half spaceHg, the compactificationH�g was introduced by Sa-
take (1956) in order to give a geometric foundation to certain results of Siegel (1939), for
example, that the space of holomorphic modular forms onHg of a fixed weight is finite
dimensional, and that the meromorphic functions onHg obtained as the quotient of two
modular forms of the same weight form an algebraic function field of transcendence de-
greeg(g C 1)=2 D dimHg overC.

That the quotient�nH�g ofH�g by an arithmetic group� has a projective embedding by
modular forms, and hence is a projective variety, was proved in Baily 1958, Cartan 1958,
and Satake and Cartan 1958.

The construction ofH�g depends on the existence of fundamental domains for the arith-
metic group� acting onHg. Weil (1958) used reduction theory to construct fundamental
sets (a notion weaker than fundamental domain) for the domains associated with certain
classical groups (groups of automorphisms of semsimpleQ-algebras with, or without, in-
volution), and Satake (1960) applied this to construct compactifications of these domains.
Borel and Harish-Chandra developed a reduction theory for general semisimple groups
(Borel and Harish-Chandra 1962; Borel 1962), which then enabled Baily and Borel (1966)
to obtain the above theorem in complete generality.

The only source for the proof is the original paper, although some simplifications to the
proof are known.27

27For a discussion of later work, see Casselman 1997.
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REMARK 3.13. (a) The varietyD(�)� is usually very singular. The boundaryD(�)� r
D(�) has codimension� 2, provided PGL2 is not a quotient of theQ-groupG giving rise
to �.

(b) The varietyD(�)� D Proj(
L

n�0An) whereAn is the vector space of automorphic
forms for thenth power of the canonical automorphy factor (Baily and Borel 1966, 10.11).
It follows that, if PGL2 is not a quotient ofG, thenD(�)� D Proj(

L
n�0H

0(D(�),!n))

where! is the sheaf of algebraic differentials of maximum degree onD(�). Without
the condition onG, there is a similar description ofD(�)� in terms of differentials with
logarithmic poles (Brylinski 1983, 4.1.4; Mumford 1977).

(b) WhenD(�) is compact, Theorem3.12follows from the Kodaira embedding the-
orem (Wells 1980, VI 4.1, 1.5). Nadel and Tsuji (1988, 3.1) extended this to thoseD(�)

having boundary of dimension0, and Mok and Zhong (1989) give an alternative prove of
Theorem3.12, but without the information on the boundary given by the original proof.

An algebraic varietyD(�) arising as in the theorem is called alocally symmetric va-
riety (or anarithmetic locally symmetric variety, or anarithmetic variety, but not yet a
Shimura variety).

The theorem of Borel

THEOREM3.14(BOREL 1972). LetD(�) andD(�)� be as in (3.12) — in particular,� is
torsion free and arithmetic. LetV be a nonsingular quasi-projective variety overC. Then
every holomorphic mapf WV an! D(�)an is regular.

The key step in Borel’s proof is the following result:

LEMMA 3.15. LetD�1 be the punctured diskfz j 0 < jzj < 1g. Then every holomorphic
map28 D�r1 � Ds

1 ! D(�) extends to a holomorphic mapDrCs
1 ! D(�)� (of complex

spaces).

The original result of this kind is the big Picard theorem, which, interestingly, was first
proved using elliptic modular functions. Recall that the theorem says that if a function
f has an essential singularity at a pointp 2 C, then on any open disk containingp,
f takes every complex value except possibly one. Therefore, if a holomorphic function
f on D�1 omits two values inC, then it has at worst a pole at0, and so extends to a
holomorphic functionD1 ! P1(C). This can be restated as follows: every holomorphic
function fromD�1 to P1(C)r f3 pointsg extends to a holomorphic function fromD1 to the
natural compactificationP1(C) of P1(C)rf3 pointsg. Over the decades, there were various
improvements made to this theorem. For example, Kwack (1969) replacedP1(C) r f3
pointsg with a more general class of spaces. Borel (1972) verified that Kwack’s theorem
applies toD(�) � D(�)�, and extended the result to maps from a productD�r1 �Ds

1.
Using the lemma, we can prove the theorem. According Hironaka’s (Fields medal)

theorem on the resolution of singularities (Hironaka 1964; see also Bravo et al. 2002), we
can realizeV as an open subvariety of a projective nonsingular varietyV � in such a way

28Recall thatD1 is the open unit disk. The productD�r1 �Ds
1 is obtained fromDrCs

1 by removing the first
r coordinate hyperplanes.
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thatV � r V is a divisor with normal crossings. This means that, locally for the complex
topology, the inclusionV ,! V � is of the formD�r1 �Ds

1 ,! DrCs
1 . Therefore, the lemma

shows thatf WV an ! D(�)an extends to a holomorphic mapV �an ! D(�)�, which is
regular by Chow’s theorem (3.11).

COROLLARY 3.16. The structure of an algebraic variety onD(�) is unique.

PROOF. Let D(�) denote�nD with the canonical algebraic structure provided by The-
orem 3.12, and suppose�nD D V an for a second varietyV . Then the identity map
f WV an ! D(�) is a regular bijective map of nonsingular varieties, and is therefore an
isomorphism (cf. AG 3.19).

The proof of the theorem shows that the compactificationD(�) ,! D(�)� has the
following property: for any compactificationD(�) ! D(�)| with D(�)| r D(�) a
divisor with normal crossings, there is a unique regular mapD(�)|! D(�)� making

D(�)|

¡
¡

¡µ

D(�)

@
@

@R

D(�)�
?

commute. For this reason,D(�) ,! D(�)� is often called theminimal compactification.
Other names:standard, Satake-Baily-Borel, Baily-Borel.

ASIDE 3.17. (a) Theorem3.14also holds for singularV — in fact, it suffices to show that
f becomes regular when restricted to an open dense set ofV , which we may take to be the
complement of the singular locus.

(b) Theorem3.14 definitely fails without the condition that� be torsion free. For
example, it is false for�nH1 D A1 — considerz 7! ezWC! C.

Finiteness of the group of automorphisms ofD(�)

DEFINITION 3.18. A semisimple groupG overQ is said to be ofcompact typeif G(R) is
compact, and it is ofnoncompact typeif it does not contain a nonzero normal subgroup of
compact type.

A semisimple group overQ is an almost direct product of its minimal connected normal
subgroups, and it will be of noncompact type if and only if none of these subgroups is of
compact type. In particular, a simply connected or adjoint group is of noncompact type if
and only if it has no simple factor of compact type.

We shall need one last result about arithmetic subgroups.

THEOREM 3.19 (BOREL DENSITY THEOREM). Let G be a semisimple group overQ of
noncompact type. Then every arithmetic subgroup� of G(Q) is zariski-dense inG.
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PROOF. Borel 1969, 15.12, or Platonov and Rapinchuk 1994, Theorem 4.10, p205.

COROLLARY 3.20. For G as in (3.19), the centralizer of� in G(R) is Z(R), whereZ is
the centre ofG (as an algebraic group overQ).

PROOF. The theorem implies that the centralizer of� in G(C) is Z(C), andZ(R) D
Z(C) \G(R).

THEOREM3.21. LetD(�) be the quotient of a hermitian symmetric domainD by a torsion
free arithmetic group�. ThenD(�) has only finitely many automorphisms.

PROOF. As � is a torsion free,D is the universal covering space of�nD and� is the
group of covering transformations (see p32). An automorphism̨ W�nD ! �nD lifts to
an automorphismQ̨ WD ! D. For any 2 �, Q̨ Q̨�1 is a covering transformation, and so
lies in�. Conversely, an automorphism ofD normalizing� defines an automorphism of
�nD. Thus,

Aut(�nD) D N=�, N D normalizer of� in Aut(D).

The corollary implies that the map adWN ! Aut(�) is injective, and soN is countable.
Because� is closed in Aut(D), so also isN . Write N as a countable union of its finite
subsets. According to the Baire category theorem (MF 1.3) one of the finite sets must have
an interior point, and this implies thatN is discrete. Because�nAut(D) has finite volume
(3.3a), this implies that� has finite index inN .

Alternatively, there is a geometric proof, at least when� is neat. According to Mumford
1977, Proposition 4.2,D(�) is then an algebraic variety of logarithmic general type, which
implies that its automorphism group is finite (Iitaka 1982, 11.12).

ASIDE 3.22. In most of this section we have considered only quotients�nD with � torsion
free. In particular, we disallowed�(1)nH1. Typically, if � has torsion, then�nD will be
singular and some of the above statements will fail for�nD.

NOTES. Borel 1969, Raghunathan 1972, and (eventually) Witte 2001 contain good ex-
positions on discrete subgroups of Lie groups. There is a large literature on the various
compactifications of locally symmetric varieties. For overviews, see Satake 2001 and
Goresky 2003, and for a detailed description of the construction of toroidal compactifica-
tions, which, in contrast to the Baily-Borel compactification, may be smooth and projective,
see Ash et al. 1975.
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4 Connected Shimura varieties

Congruence subgroups

Let G be a reductive algebraic group overQ. Choose an embeddingG ,! GLn, and define

�(N) D G(Q) \ fg 2 GLn(Z) j g � In modN g.

For example, ifG D SL2, then

�(N) D ˚� a b
c d

� 2 SL2(Z) j ad � bc D 1, a, d � 1, b, c � 0 mod N
	

.

A congruence subgroup ofG(Q) is any subgroup containing some�(N) as a subgroup
of finite index. Although�(N) depends on the choice the embedding, this definition does
not (see4.1below).

With this terminology, a subgroup ofG(Q) is arithmetic if it is commensurable with
�(1). The classical congruence subgroup problem forG asks whether every arithmetic
subgroup ofG(Q) is congruence, i.e., contains some�(N). For split simply connected
groups other than SL2, the answer is yes (Matsumoto 1969), but29 SL2 and all nonsimply
connected groups have many noncongruence arithmetic subgroups (for a discussion of the
problem, see Platonov and Rapinchuk 1994, section 9.5). In contrast to arithmetic sub-
groups, the image of a congruence subgroup under an isogeny of algebraic groups need not
be a congruence subgroup.30

Thering of finite adèlesis the restricted topological product

Af D
Q

(Q`WZ`)
29That SL2(Z) has noncongruence arithmetic subgroups was first noted in Klein 1880. For a proof that

SL2(Z) has infinitely many subgroups of finite index that are not congruence subgroups see Sury 2003, 3-4.1.
The proof proceeds by showing that the groups occurring as quotients of SL2(Z) by congruence subgroups
(especially by principal congruence subgroups) are of a rather special type, and then exploits the known
structure of SL2(Z) as an abstract group to construct many finite quotients not of his type.

30Let G be a semisimple group overQ. The arithmetic and congruence subgroups ofG(Q) define topolo-
gies on it, and we denote the corresponding completions byOG andG. Because every arithmetic group is
congruence, the identity map onG(Q) gives a surjective homomorphismOG ! G, whose kernelC(G) is
called thecongruence kernel. This kernel is trivial if and only if all arithmetic subgroups are congruence.
The modern congruence subgroup problem is to computeC(G). For example, the groupC(SL2) is infinite.

Now let G be simply connected, and letG0 D G=N whereN is a nontrivial subgroup ofZ(G). Consider
the diagram:

1 ����! C(G) ����! OG ����! G ����! 1??y
??y O�

??y�
1 ����! C(G0) ����! OG0 ����! G

0 ����! 1.

It follows from the strong approximation theorem (4.16) thatG D G(Af ), and it follows from (3.2) that the
kernel of O� is N(Q), which is finite. On the other hand, the kernel of� is N(Af ), which is infinite. Because
Ker(�) 6D N(Q), � WG(Q) ! G0(Q) doesn’t map congruence subgroups to congruence subgroups, and
becauseC(G0) contains a subgroup isomorphic toN(Af )=N(Q), G0(Q) contains a noncongruence arithmetic
subgroup. See Serre 1967 for more details.
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where` runs over the finite primes of̀ (that is, we omit the factorR). Thus,Af is the
subring of

Q
Q` consisting of the(a`) such thata` 2 Z` for almost all̀ , and it is endowed

with the topology for which
Q
Z` is open and has the product topology.

Let V D SpecmA be an affine variety overQ. The set of points ofV with coordinates
in aQ-algebraR is

V (R) D HomQ(A, R).

When we write
A D Q[X1, . . . , Xm]=a D Q[x1, . . . , xm],

the mapP 7! (P (x1) , . . . , P(xm)) identifiesV (R) with

f(a1, . . . , am) 2 Rm j f (a1, . . . , am) D 0, 8f 2 ag.
LetZ[x1, . . . , xm] be theZ-subalgebra ofA generated by thexi, and let

V (Z`) D HomZ(Z[x1, . . . , xm],Z`) D V (Q`) \ Zm
` (insideQm

` ).

This set depends on the choice of the generatorsxi for A, but if A D Q[y1, . . . , yn], then
theyi ’s can be expressed as polynomials in thexi with coefficients inQ, and vice versa.
For somed 2 Z, the coefficients of these polynomials lie inZ[ 1

d
], and so

Z[ 1
d

][x1, . . . , xm] D Z[ 1
d

][y1, . . . , yn] (insideA).

It follows that for` - d , theyi ’s give the same setV (Z`) as thexi ’s. Therefore,

V (Af ) DQ(V (Q`)WV (Z`))

is independent of the choice of generators for31 A.
For an algebraic groupG overQ, we define

G(Af ) DQ(G(Q`)WG(Z`))

similarly. For example,
Gm(Af ) DQ(Q�` WZ�` ) D A�f .

PROPOSITION4.1. For any compact open subgroupK of G(Af ), K \ G(Q) is a congru-
ence subgroup ofG(Q), and every congruence subgroup arises in this way.32

PROOF. Fix an embeddingG ,! GLn. From this we get a surjectionQ[GLn]! Q[G] (of
Q-algebras of regular functions), i.e., a surjection

Q[X11, . . . , Xnn, T ]=(det(Xij )T � 1)! Q[G],

31In a more geometric language, let˛WV ,! Am
Q be a closed immersion. The Zariski closureV˛ of V in

Am
Z is a model ofV flat over SpecZ. A different closed immersioň gives a different flat modelVˇ, but for

somed , the isomorphism(V˛)Q �D V �D (Vˇ)Q on generic fibres extends to an isomorphismV˛ ! Vˇ over
SpecZ[ 1

d
]. For the primes̀ not dividingd , the subgroupsV˛(Z`) andVˇ(Z`) of V (Q`) will coincide.

32To define a basic compact open subgroupK of G(Af ), one has to impose a congruence condition at
each of a finite set of primes. Then� D G(Q)\K is obtained fromG(Z) by imposing the same congruence
conditions. One can think of� as being the congruence subgroup defined by the “congruence condition”K.
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and henceQ[G] D Q[x11, . . . , xnn, t ]. For this presentation ofQ[G],

G(Z`) D G(Q`) \GLn(Z`) (inside GLn(Q`)).

For an integerN > 0, let

K(N) DQ`K`, where K` D
�

G(Z`) if ` - N

fg 2 G(Z`) j g � In mod`r`g if r` D ord̀ (N).

ThenK(N) is a compact open subgroup ofG(Af ), and

K(N) \G(Q) D �(N).

It follows that the compact open subgroups ofG(Af ) containingK(N) intersectG(Q)

exactly in the congruence subgroups ofG(Q) containing�(N). Since every compact open
subgroup ofG(Af ) containsK(N) for someN , this completes the proof.

REMARK 4.2. There is a topology onG(Q) for which the congruence subgroups form a
fundamental system of neighbourhoods. The proposition shows that this topology coin-
cides with that defined by the diagonal embeddingG(Q) � G(Af ).

EXERCISE 4.3. Show that the image in PGL2(Q) of a congruence subgroup in SL2(Q)

need not be congruence.

Connected Shimura data

DEFINITION 4.4. A connected Shimura datumis a pair(G, D) consisting of a semisimple
algebraic groupG overQ and aGad(R)C-conjugacy classD of homomorphismsuWU1!
Gad
R satisfying the following conditions:

SU1: for u 2 D, only the charactersz, 1, z�1 occur in the representation ofU1 on Lie(Gad)C
defined byu;

SU2: for u 2 D, adu(�1) is a Cartan involution onGad;
SU3: Gad has noQ-factorH such thatH(R) is compact.

EXAMPLE 4.5. Let uWU1 ! PGL2(R) be the homomorphism sendingz D (a C bi)2 to�
a b
�b a

�
mod˙I2 (cf. 1.10), and letD be the set of conjugates of this homomorphism, i.e.,

D is the set of homomorphismsU1! PGL2(R) of the form

z D (aC bi)2 7! A
�

a b
�b a

�
A�1 mod˙I2, A 2 SL2(R).

Then(SL2, D) is a Shimura datum (here SL2 is regarded as a group overQ).

REMARK 4.6. (a) If uWU1 ! Gad(R) satisfies the conditions SU1,2, then so does any
conjugate of it by an element ofGad(R)C. Thus a pair(G, u) satisfying SU1,2,3 determines
a connected Shimura datum. Our definition of connected Shimura datum was phrased so
as to avoidD having a distinguished point.

(b) Condition SU3 says thatG is of noncompact type (3.18). It is fairly harmless
to assume this, because replacingG with its quotient by a connected normal subgroup
N such thatN(R) is compact changes little. Assuming it allows us to apply the strong
approximation theorem whenG is simply connected (see4.16below).
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LEMMA 4.7. LetH be an adjoint real Lie group, and letuWU1! H be a homomorphism
satisfying SU1,2. Then the following conditions onu are equivalent:

(a) u(�1) D 1I
(b) u is trivial, i.e., u(z) D 1 for all z;
(c) H is compact.

PROOF. (a),(b). If u(�1) D 1, thenu factors throughU1

2�! U1, and soz˙1 can not
occur in the representation ofU1 on Lie(H)C. ThereforeU1 acts trivially on Lie(H)C,
which implies (b). The converse is trivial.

(a),(c). We have

H is compact
1.17a() adu(�1) D 1

Z(H)D1() u(�1) D 1.

PROPOSITION4.8. To give a connected Shimura datum is the same as to give
ı a semisimple algebraic groupG overQ of noncompact type,
ı a hermitian symmetric domainD, and
ı an action ofG(R)C onD defined by a surjective homomorphismG(R)C! Hol(D)C

with compact kernel.

PROOF. Let (G, D) be a connected Shimura datum, and letu 2 D. DecomposeGad
R into

a product of its simple factors:Gad
R D H1 � � � � �Hs. Correspondingly,u D (u1, . . . , us)

whereui is the projection ofu into Hi(R). Thenui D 1 if Hi is compact (4.7), and
otherwise there is an irreducible hermitian symmetric domainD0i such thatHi(R)C D
Hol(D0i)

C and D0i is in natural one-to-one correspondence with the setDi of Hi(R)C-
conjugates ofui (see1.21). The productD0 of the D0i is a hermitian symmetric domain
on whichG(R)C acts via a surjective homomorphismG(R)C ! Hol(D)C with compact
kernel. Moreover, there is a natural identification ofD0 DQD0i with D DQDi.

Conversely, let(G, D, G(R)C ! Hol(D)C) satisfy the conditions in the proposition.
DecomposeGad

R as before, and letHc (resp. Hnc) be the product of the compact (resp.
noncompact) factors. The action ofG(R)C on D defines an isomorphismHnc(R)C �D
Hol(D)C, andfup j p 2 Dg is anHnc(R)C-conjugacy class of homomorphismsU1 !
Hnc(R)C satisfying SU1,2 (see1.21). Now

˚
(1, up)WU1! Hc(R)�Hnc(R) j p 2 D

	
,

is aGad(R)C-conjugacy class of homomorphismsU1! Gad(R) satisfying SU1,2.

PROPOSITION4.9. Let (G, D) be a connected Shimura datum, and letX be theGad(R)-
conjugacy class of homomorphismsS ! GR containingD. ThenD is a connected com-
ponent ofX , and the stabilizer ofD in Gad(R) is Gad(R)C.

PROOF. The argument in the proof of (1.5) shows thatX is a disjoint union of orbits
Gad(R)Ch, each of which is both open and closed inX . In particular,D is a connected
component ofX .

Let Hc (resp. Hnc) be the product of the compact (resp. noncompact) simple factors
of GR. ThenHnc is a connected algebraic group overR such thatHnc(R)C D Hol(D),
andG(R)C acts onD through its quotientHnc(R)C. As Hc(R) is connected (Borel 1991,
p277), the last part of the proposition follows from (1.7).
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Definition of a connected Shimura variety

Let (G, D) be a connected Shimura datum, and regardD as a hermitian symmetric domain
with G(R)C acting on it as in (4.8). BecauseGad(R)C ! Aut(D)C has compact kernel,
the image� of any arithmetic subgroup� of Gad(Q)C in Aut(D)C will be arithmetic (this
is the definition p34). The kernel of� ! � is finite. If � is torsion free, then� �D �, and
so the Baily-Borel and Borel theorems (3.12, 3.14) apply to

D(�)
dfD �nD D �nD.

In particular,D(�) is an algebraic variety, and, for any� � � 0, the natural map

D(�) D(� 0)

is regular.

DEFINITION 4.10. Theconnected Shimura varietyShı(G, D) is the inverse system of lo-
cally symmetric varieties(D(�))� where� runs over the torsion-free arithmetic subgroups
of Gad(Q)C whose inverse image inG(Q)C is a congruence subgroup.

REMARK 4.11. An elementg of Gad(Q)C defines a holomorphic mapgWD ! D, and
hence a map

�nD! g�g�1nD.

This is again holomorphic (3.1), and hence is regular (3.14). Therefore the groupGad(Q)C

acts on the family Shı(G, D) (but not on the individualD(�)’s).

LEMMA 4.12. Write� for the homomorphismG(Q)C ! Gad(Q)C. The following condi-
tions on an arithmetic subgroup� of Gad(Q)C are equivalent:

(a) ��1(�) is a congruence subgroup ofG(Q)C;
(b) ��1(�) contains a congruence subgroup ofG(Q)C;
(c) � contains the image of a congruence subgroup ofG(Q)C.

Therefore, the varieties�nD with� a congruence subgroup ofG(Q)C such�(�) is torsion
free are cofinal in the familyShı(G, D).

PROOF. (a)H) (b). Obvious.
(b)H) (c). Let� 0 be a congruence subgroup ofG(Q)C contained in��1(�). Then

� � �(��1(�)) � �(� 0).

(c) H) (a). Let� 0 be a congruence subgroup ofG(Q)C such that� � �(� 0), and
consider

��1(�) � ��1�(� 0) � � 0.
Because�(� 0) is arithmetic (3.2), it is of finite index in�, and it follows that��1�(� 0) is
of finite index in��1(�). BecauseZ(Q) � � 0 � ��1�(� 0) andZ(Q) is finite (Z is the
centre ofG), � 0 is of finite index in��1�(� 0). Therefore,� 0 is of finite index in��1(�),
which proves that��1(�) is congruence.
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REMARK 4.13. The homomorphism� WG(Q)C! Gad(Q)C is usually far from surjective.
Therefore,���1(�) is usually not equal to�, and the familyD(�) with � a congruence
subgroup ofG(Q)C is usually much smaller than Shı(G, D).

EXAMPLE 4.14. (a)G D SL2, D D H1. Then Shı(G, D) is the family of elliptic modular
curves�nH1 with � a torsion-free arithmetic subgroup of PGL2(R)C containing the image
of �(N) for someN .

(b) G D PGL2, D D H1. The same as (a), except that now the� are required to be
congruence subgroups of PGL2(Q) — there aremany fewerof these (see4.3).

(c) LetB be a quaternion algebra over a totally real fieldF . Then

B ˝Q R �D
Q
vWF ,!RB ˝F,v R

and eachB ˝F,v R is isomorphic either to the usual quaternionsH or toM2(R). Let G be
the semisimple algebraic group overQ such that

G(Q) D Ker(NmWB�! F�).

Then
G(R) � H�1 � � � � �H�1 � SL2(R)� � � � � SL2(R) (27)

whereH�1 D Ker(NmWH�! R�). Assume that at least one SL2(R) occurs (so thatG is
of noncompact type), and letD be a product of copies ofH1, one for each copy of SL2(R).
The choice of an isomorphism (27) determines an action ofG(R) onD which satisfies the
conditions of (4.8), and hence defines a connected Shimura datum. In this case,D(�) has
dimension equal to the number of copies ofM2(R) in the decomposition ofB ˝Q R. If
B � M2(F), thenG(Q) has unipotent elements, e.g.,

�
1 1
0 1

�
, and soD(�) is not compact

(3.3). In this case the varietiesD(�) are calledHilbert modular varieties. On the other
hand, if B is a division algebra,G(Q) has no unipotent elements, and so theD(�) are
compact (as manifolds, hence they are projective as algebraic varieties).

ASIDE 4.15. In the definition of Shı(G, D), why do we require the inverse images of the
� ’s in G(Q)C to be congruence? The arithmetic properties of the quotients of hermitian
symmetric domains by noncongruence arithmetic subgroups are not well understood even
for D D H1 andG D SL2 . Also, the congruence subgroups turn up naturally when we
work ad̀elically.

The strong approximation theorem

Recall that a semisimple groupG is said to be simply connected if any isogenyG 0 ! G

with G 0 connected is an isomorphism. For example, SL2 is simply connected, but PGL2 is
not.

THEOREM 4.16(STRONG APPROXIMATION). Let G be an algebraic group overQ. If G

is semisimple, simply connected, and of noncompact type, thenG(Q) is dense inG(Af ).

PROOF. Platonov and Rapinchuk 1994, Theorem 7.12, p427.
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REMARK 4.17. Without the conditions onG, the theorem fails, as the following examples
illustrate:

(a) Gm: the groupQ� is not dense in33A�
f

.
(b) PGL2: the determinant defines surjections

PGL2(Q)! Q�=Q�2

PGL2(Af )! A�f =A
�2
f

andQ�=Q�2 is not dense inA�
f
=A�2

f
.

(c) G of compact type: becauseG(Z) is discrete inG(R) (see3.3), it is finite, and so it
is not dense inG( OZ), which implies thatG(Q) is not dense inG(Af ).

An adèlic description ofD(�)

PROPOSITION4.18. Let (G, D) be a connected Shimura datum withG simply connected.
LetK be a compact open subgroup ofG(Af ), and let

� D K \G(Q)

be the corresponding congruence subgroup ofG(Q). The mapx 7! [x, 1] defines a bijec-
tion

�nD �D G(Q)nD �G(Af )=K. (28)

HereG(Q) acts on bothD andG(Af ) on the left, andK acts onG(Af ) on the right:

q � (x, a) � k D (qx, qak), q 2 G(Q), x 2 D, a 2 G(Af ), k 2 K.

When we endowD with its usual topology andG(Af ) with the ad̀elic topology (or the
discrete topology), this becomes a homeomorphism.

PROOF. BecauseK is open,G(Af ) D G(Q) �K (strong approximation theorem). There-
fore, every element ofG(Q)nD � G(Af )=K is represented by an element of the form
[x, 1]. By definition, [x, 1] D [x0, 1] if and only if there existq 2 G(Q) and k 2 K

such thatx0 D qx, 1 D qk. The second equation implies thatq D k�1 2 �, and so
[x, 1] D [x0, 1] if and only if x andx0 represent the same element in�nD.

Consider

D
x 7!(x,[1])������! D � (G(Af )=K)??y

??y

�nD [x]7![x,1]�����! G(Q)nD �G(Af )=K.

As K is open,G(Af )=K is discrete, and so the upper map is a homeomorphism ofD onto
its image, which is open. It follows easily that the lower map is a homeomorphism.

33Let (a`)` 2
Q
Z�
`
� A�

f
and letS be a finite set. IfQ� is dense, then there exists ana 2 Q� that is

close toa` for ` 2 S and aǹ -adic unit for` =2 S . But such ana is an`-adic unit for all`, and so equalṡ 1.
This yields a contradiction.
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What happens when we pass to the inverse limit over�? The obvious map

D! lim ��nD,

is injective because each� acts freely onD and
T
� D f1g. Is the map surjective? The

example
Z! lim �Z=mZ D OZ

is not encouraging — it suggests that lim ��nD might be some sort of completion ofD

relative to the� ’s. This is correct: lim ��nD is much larger thanD. In fact, when we pass
to the limit on the right in (28), we get the obvious answer:

PROPOSITION4.19. In the limit,

lim �KG(Q)nD �G(Af )=K D G(Q)nD �G(Af ) (29)

(adèlic topology onG(Af )).

Before proving this, we need a lemma.

LEMMA 4.20. Let G be a topological group acting continuously on a topological space
X , and let(Gi)i2I be a directed family of subgroups ofG. The canonical mapX=

T
Gi !

lim �X=Gi is injective if theGi are compact, and it is surjective if in addition the orbits of
theGi in X are separated.

PROOF. We shall use that a directed intersection of nonempty compact sets is nonempty,
which has the consequence that a directed inverse limit of nonempty compact sets is nonempty.

Assume that eachGi is compact, and letx, x0 2 X . For eachi, let

Gi(x, x0) D fg 2 Gi j xg D x0g.

If x andx0 have the same image in lim �X=Gi, then theGi(x, x0) are all nonempty. Since
each is compact, their intersection is nonempty. For anyg in the intersection,xg D x0,
which shows thatx andx0 have the same image inX=

T
Gi.

Now assume that each orbit is separated and hence compact. For any(xiGi)i2I 2
lim �X=Gi, lim �xiGi is nonempty. Ifx 2 lim �xiGi, thenx �TGi maps to(xiGi)i2I .

PROOF OF4.19. Let (x, a) 2 D � G(Af ), and letK be a compact open subgroup of
G(Af ). In order to be able to apply the lemma, we have to show that the image of the orbit
(x, a)K in G(Q)nD�G(Af ) is separated forK sufficiently small. Let� D G(Q)\aKa�1

— we may assume that� is torsion free (3.5). There exists an open neighbourhoodV of x

such thatgV \V D ; for all g 2 � r f1g (see the proof of3.1). For any(x, b) 2 (x, a)K,
g(V � aK) \ (V � bK) D ; for all34 g 2 G(Q)r f1g, and so the images ofV �Ka and
V �Kb in G(Q)nD �G(Af ) separate(x, a) and(x, b).

34Let g 2 G(Q), and suppose thatg(V � aK) \ (V � bK) 6D ;. Then

gaK D bK D aK

and sog 2 G(Q) \ aKa�1 D �. As gV \ V 6D ;, this implies thatg D 1.
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ASIDE 4.21. (a) Why replace the single coset space on the left of (28) with the more
complicated double coset space on the right? One reason is that it makes transparent that
(in this case) there is an action ofG(Af ) on the inverse system(�nD)� , and hence, for
example, on

lim�!H i(�nD,Q).

Another reason will be seen presently — we use double cosets to define Shimura varieties.
Double coset spaces are pervasive in work on the Langlands program.

(b) The inverse limit of theD(�) exists as a scheme — it is even locally noetherian and
regular (cf.5.30below).

Alternative definition of connected Shimura data

Recall thatS is the real torus such thatS(R) D C�. The exact sequence

0! R�
r 7!r�1

����! C�
z 7!z=z����! U1! 0

arises from an exact sequence of tori

0! Gm

w�! S �! U1! 0.

Let H be a semisimple real algebraic group with trivial centre. A homomorphismuWU1!
H defines a homomorphismhWS ! H by the ruleh(z) D u(z=z), andU1 will act on
Lie(H)C through the charactersz, 1, z�1 if and only if S acts on Lie(H)C through the
charactersz=z, 1, z=z. Conversely, leth be a homomorphismS ! H for which S acts
on Lie(H)C through the charactersz=z, 1, z=z. Thenw(Gm) acts trivially on Lie(H)C,
which implies thath is trivial onw(Gm) because the adjoint representationH ! Lie(H)

is faithful. Thus,h arises from au.
Now letG be a semisimple algebraic group overQ. From the above remark, we see that

to give aGad(R)C-conjugacy classD of homomorphismsuWU1 ! Gad
R satisfying SU1,2

is the same as to give aGad(R)C-conjugacy classXC of homomorphismshWS ! Gad
R

satisfying the following conditions:
SV1: for h 2 XC, only the charactersz=z, 1, z=z occur in the representation ofS on

Lie(Gad)C defined byh;
SV2: adh(i) is a Cartan involution onGad.

DEFINITION 4.22. A connected Shimura datumis a pair(G, XC) consisting of a semisim-
ple algebraic group overQ and aGad(R)C-conjugacy class of homomorphismshWS! Gad

R
satisfying SV1, SV2, and
SV3 Gad has noQ-factor on which the projection ofh is trivial.

In the presence of the other conditions, SV3 is equivalent to SU3 (see4.7). Thus,
because of the correspondenceu$ h, this is essentially the same as Definition4.4.

Definition 4.4 is more convenient when working with only connected Shimura vari-
eties, while Definition4.22 is more convenient when working with both connected and
nonconnected Shimura varieties.

NOTES. Connected Shimura varieties were defineden passantin Deligne 1979, 2.1.8.
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5 Shimura varieties

Connected Shimura varieties are very natural objects, so why do we need anything more
complicated? There are two main reasons. From the perspective of the Langlands program,
we should be working with reductive groups, not semisimple groups. More fundamentally,
the varietiesD(�) making up a connected Shimura variety Shı(G, D) have models over
number fields, but the models depend a realization ofG as the derived group of a reductive
group. Moreover, the number field depends on� — as� shrinks the field grows. For
example, the modular curve�(N)nH1 is naturally defined overQ[�N ], �N D e2�i=N .
Clearly, for a canonical model we would like all the varieties in the family to be defined
over the same field.35

How can we do this? Consider the lineY C i D 0. This is naturally defined overQ[i],
notQ. On the other hand, the varietyY 2C 1 D 0 is naturally defined overQ, and overC it
decomposes into a disjoint pair of conjugate lines(Y �i)(Y Ci) D 0. So we have managed
to get our variety defined overQ at the cost of adding other connected components. It is
always possible to lower the field of definition of a variety by taking the disjoint union of it
with its conjugates.36 Shimura varieties give a systematic way of doing this for connected
Shimura varieties.

Notations for reductive groups

Let G be a reductive group overQ, and letG
ad�! Gad be the quotient ofG by its centre

Z.37 We letG(R)C denote the group of elements ofG(R) whose image inGad(R) lies in its
identity componentGad(R)C, and we letG(Q)C D G(Q)\G(R)C. For example, GL2(Q)C
consists of the2� 2 matrices with rational coefficients having positive determinant.

For a reductive groupG (resp. for GLn), there are exact sequences

1 - Gder - G
� - T - 1

1 - Z - G
ad- Gad - 1

1 - Z0 - Z - T - 1

1 - SLn
- GLn

det - Gm
- 1

1 - Gm
- GLn

ad- PGLn - 1

1 - �n
- Gm

x 7!xn

- Gm
- 1

35In fact, Shimura has an elegant way of describing a canonical model in which the varieties in the family
are defined over different fields, but this doesn’t invalidate my statement. Incidentally, Shimura also requires a
reductive (not a semisimple) group in order to have a canonical model over a number field. For an explanation
of Shimura’s point of view in the language of these notes, see Milne and Shih 1981. See also the footnoted
version of my review of Shimura’s Collected Papers on my website.

36Let V be a connected nonsingular variety over a fieldk of characteristic zero. ThenV is geometrically
connected (i.e.,V ˝k kal is connected) if and only ifk is algebraically closed in�(V ,OV ). Let k0 be a
subfield ofk such that[kW k0] < 1. ThenV can also be regarded as ak0-variety (sameV , sameOV but
regarded as a sheaf ofk0-algebras; note that an affinek-algebra is also an affinek0-algebra), and

V ˝k0
kal �D`V ˝k,� kal

where� runs through thek0-embeddings ofk into kal.
37There is a natural action ofGad on G for which ad(g) (g 2 G(k)) acts asx 7! gxg�1. This explains

why we denote this last map by ad(g). The adjoint representation AdWG ! Lie(G) defines an isomorphism
of G=Z onto Ad(G), which explains why we denoteG=Z by Gad and call it the adjoint group ofG. Finally,
G itself is called an adjoint group ifG D Gad.
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HereT (a torus) is the largest commutative quotient ofG, andZ0 Ddf Z \ Gder (a finite
algebraic group) is the centre ofGder.

The real points of algebraic groups

PROPOSITION5.1. For a surjective homomorphism'WG ! H of algebraic groups over
R, G(R)C! H(R)C is surjective.

PROOF. The map'(R)WG(R)C ! H(R)C can be regarded as a smooth map of smooth
manifolds. As' is surjective on the tangent spaces at1, the image of'(R) contains an
open neighbourhood of1 (Boothby 1975, II 7.1). This implies that the image itself is open
because it is a group. It is therefore also closed, and this implies that it equalsH(R)C.

Note thatG(R) ! H(R) need not be surjective. For example,Gm

x 7!xn

�! Gm is

surjective as a map of algebraic groups, but the image ofGm(R)
n! Gm(R) isGm(R)C or

Gm(R) according asn is even or odd. Also SL2 ! PGL2 is surjective, but the image of
SL2(R)! PGL2(R) is PGL2(R)C.

For a simply connected algebraic groupG, G(C) is simply connected as a topological
space, butG(R) need not be. For example, SL2(R) is not simply connected.

THEOREM 5.2 (CARTAN 1927). For a simply connected groupG overR, G(R) is con-
nected.

PROOF. See Platonov and Rapinchuk 1994, Theorem 7.6, p407.

COROLLARY 5.3. For a reductive groupG overR, G(R) has only finitely many connected
components (for the real topology).38

PROOF. Because of (5.1), an exact sequence of real algebraic groups

1! N ! G 0! G ! 1 (30)

with N � Z(G 0) gives rise to an exact sequence

�0(G
0(R))! �0(G(R))! H 1(R, N).

Let QG be the universal covering group ofGder. As G is an almost direct product ofZ D
Z(G) andGder, there is an exact sequence (30) with G 0 D Z � QG andN finite. Now
ı �0( QG(R)) D 0 becauseQG is simply connected,
ı �0(Z(R)) is finite becauseZı has finite index inZ andZı is a quotient (by a finite

group) of a product of copies ofU1 andGm, and
ı H 1(R, N) is finite becauseN is finite.

For example,Gd
m(R) D (R�)d has2d connected components, and each of PGL2(R)

and GL2(R) has2 connected components.

38This also follows from the theorem of Whitney 1957: for an algebraic varietyV overR, V (R) has only
finitely many connected components (for the real topology) — see Platonov and Rapinchuk 1994, Theorem
3.6, p119.
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THEOREM 5.4 (REAL APPROXIMATION). For any connected algebraic groupG overQ,
G(Q) is dense inG(R).

PROOF. See Platonov and Rapinchuk 1994, Theorem 7.7, p415.39

Shimura data

DEFINITION 5.5. A Shimura datumis a pair(G, X ) consisting of a reductive groupG over
Q and aG(R)-conjugacy classX of homomorphismshWS! GR satisfying the conditions
SV1, SV2, and SV3 (see p50).

Note that, in contrast to a connected Shimura datum,G is reductive (not semisimple),
the homomorphismsh have targetGR (not Gad

R ), andX is the full G(R)-conjugacy class
(not a connected component).

EXAMPLE 5.6. Let G D GL2 (overQ) and letX be the set of GL2(R)-conjugates of the
homomorphismhoWS ! GL2R, ho(a C ib) D � a b

�b a

�
. Then(G, X ) is a Shimura datum.

Note that there is a natural bijectionX ! C r R, namely,ho 7! i andghog
�1 7! gi.

More intrinsically,h $ z if and only if h(C�) is the stabilizer ofz in GL2(R) andh(z)

acts on the tangent space atz as multiplication byz=z (rather thanz=z).

PROPOSITION 5.7. Let G be a reductive group overR. For a homomorphismhWS !
G, let h be the composite ofh with G ! Gad. Let X be a G(R)-conjugacy class of
homomorphismsS ! G, and letX be theGad(R)-conjugacy class of homomorphisms
S! Gad containing theh for h 2 X .

(a) The maph 7! hWX ! X is injective and its image is a union of connected compo-
nents ofX .

(b) Let XC be a connected component ofX , and letX
C

be its image inX . If (G, X)

satisfies the axioms SV1–3 then(Gder, X
C

) satisfies the axioms SV1–3; moreover, the
stabilizer ofXC in G(R) is G(R)C (i.e.,gXC D XC () g 2 G(R)C).

PROOF. (a) A homomorphismhWS ! G is determined by its projections toT andGad,
because any other homomorphism with the same projections will be of the formhe for
some regular mapeWS ! Z0 ande is trivial becauseS is connected andZ0 is finite. The
elements ofX all have the same projection toT , becauseT is commutative, which proves
thath 7! hWX ! X is injective. For the second part of the statement, use thatGad(R)C

acts transitively on each connected component ofX (see1.5) andG(R)C ! Gad(R)C is
surjective.

(b) The first assertion is obvious. In (a) we showed that�0(X) � �0(X). The stabilizer
in Gad(R) of [X

C
] is Gad(R)C (see4.9), and so its stabilizer inG(R) is the inverse image

of Gad(R)C in G(R).

COROLLARY 5.8. Let (G, X ) be a Shimura datum, and letXC be a connected component
of X regarded as aG(R)C-conjugacy class of homomorphismsS ! Gad

R (5.7). Then
(Gder, XC) is a connected Shimura datum. In particular,X is a finite disjoint union of
hermitian symmetric domains.

39See the endnotes for a proof.
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PROOF. Apply Proposition5.7and Proposition4.8.

Let (G, X) be a Shimura datum. For everyhWS ! G(R) in X , S acts on Lie(G)C
through the charactersz=z, 1, z=z. Thus, forr 2 R� � C�, h(r) acts trivially on Lie(G)C.
As the adjoint action ofG on Lie(G) factors throughGad and AdWGad ! GL(Lie(G))

is injective, this implies thath(r) 2 Z(R) whereZ is the centre ofG. Thus, hjGm

is independent ofh — we denote its reciprocal bywX (or simply w) and we callwX

the weight homomorphism. For any representation�WGR ! GL(V ), � ı wX defines a
decomposition ofV D L

Vn which is the weight decomposition of the hodge structure
(V , � ı h) for everyh 2 X .

PROPOSITION5.9. Let (G, X ) be a Shimura datum. ThenX has a unique structure of a
complex manifold such that, for every representation�WGR ! GL(V ), (V , � ı h)h2X is
a holomorphic family of hodge structures. For this complex structure, each family(V , � ı
h)h2X is a variation of hodge structures, and soX is a finite disjoint union of hermitian
symmetric domains.

PROOF. Let �WGR ! GL(V ) be a faithful representation ofGR. The family of hodge
structures(V , � ı h)h2X is continuous, and a slight generalization of (a) of Theorem2.14
shows thatX has a unique structure of a complex manifold for which this family is holo-
morphic. It follows from Waterhouse 1979, 3.5, that the family of hodge structures defined
by every representation is then holomorphic for this complex structure. The condition SV1
implies that(V , � ı h)h is a variation of hodge structures, and so we can apply (b) of The-
orem2.14.

Of course, the complex structures defined onX by (5.8) and (5.9) coincide.

ASIDE 5.10. Let (G, X ) be a Shimura datum. The maps�0(X)! �0(X) andG(R)=G(R)C!
Gad(R)=Gad(R)C are injective, and the second can be identified with the first once an
h 2 X has been chosen. In general, the maps will not be surjective unlessH 1(R, Z) D 0.

Shimura varieties

Let (G, X) be a Shimura datum.

LEMMA 5.11. For any connected componentXC of X , the natural map

G(Q)CnXC �G(Af )! G(Q)nX �G(Af )

is a bijection.

PROOF. BecauseG(Q) is dense inG(R) (see5.4) andG(R) acts transitively onX , every
x 2 X is of the formqxC with q 2 G(Q) andxC 2 XC. This shows that the map is
surjective.

Let (x, a) and(x0, a0) be elements ofXC � G(Af ). If [x, a] D [x0, a0] in G(Q)nX �
G(Af ), then

x0 D qx, a0 D qa, someq 2 G(Q).

Becausex andx0 are both inXC, q stabilizesXC and so lies inG(R)C (see5.7). Therefore,
[x, a] D [x0, a0] in G(Q)CnX �G(Af ).
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LEMMA 5.12. For any open subgroupK of G(Af ), the setG(Q)CnG(Af )=K is finite.

PROOF. SinceG(Q)CnG(Q) ! Gad(R)CnGad(R) is injective and the second group is
finite (5.3), it suffices to show thatG(Q)nG(Af )=K is finite. Later (Theorem5.17) we shall
show that this follows from the strong approximation theorem ifGder is simply connected,
and the general case is not much more difficult.

ForK a compact open subgroupK of G(Af ), consider the double coset space

ShK (G, X) D G(Q)nX �G(Af )=K

in whichG(Q) acts onX andG(Af ) on the left, andK acts onG(Af ) on the right:

q(x, a)k D (qx, qak), q 2 G(Q), x 2 X, a 2 G(Af ), k 2 K.

LEMMA 5.13. LetC be a set of representatives for the double coset spaceG(Q)CnG(Af )=K,
and letXC be a connected component ofX . Then

G(Q)nX �G(Af )=K �DFg2C�gnXC

where�g is the subgroupgKg�1 \ G(Q)C of G(Q)C. When we endowX with its usual
topology andG(Af ) with its ad̀elic topology (equivalently, the discrete topology), this be-
comes a homeomorphism.

PROOF. It is straightforward to prove that, forg 2 C, the map

[x] 7! [x, g]W�gnXC! G(Q)CnXC �G(Af )=K

is injective,40 and thatG(Q)CnXC�G(Af )=K is the disjoint union of the images of these
maps.41 Thus, the first statement follows from (5.11). The second statement can be proved
in the same way as the similar statement in (4.18).

Because�g is a congruence subgroup ofG(Q), its image inGad(Q) is arithmetic (3.2),
and so (by definition) its image in Aut(XC) is arithmetic. Moreover, whenK is sufficiently
small,�g will be neat for allg 2 C (apply 3.5) and so its image in Aut(XC)C will also
be neat and hence torsion free. Then�gnXC is an arithmetic locally symmetric variety,
and ShK (G, X ) is finite disjoint of such varieties. Moreover, for an inclusionK0 � K

of sufficiently small compact open subgroups ofG(Af ), the natural map ShK 0(G, X) !
ShK (G, X) is regular. Thus, when we varyK (sufficiently small), we get an inverse system
of algebraic varieties(ShK (G, X))K . There is a natural action ofG(Af ) on the system: for
g 2 G(Af ), K 7! g�1Kg maps compact open subgroups to compact open subgroups, and

T (g)WShK (G, X)! Shg�1Kg(G, X)

acts on points as

[x, a] 7! [x, ag]WG(Q)nX ˝G(Af )=K! G(Q)nX �G(Af )=g�1Kg.

Note that this is a right action:T (gh) D T (h) ı T (g).
40If [x, g] D [x0, g], thenx0 D qx andg D qgk for someq 2 G(Q)C andk 2 K. From the second

equation, we find thatq 2 �g, and so[x] D [x0].
41Let (x, a) 2 G(Af ). Thena D qgk for someq 2 G(Q)C, g 2 C, k 2 K. Now [x, a] D [q�1x, g],

which lies in the image of�gnXC. Suppose[x, g] D [x0, g0], g0, g 2 C. Thenx0 D qx andg0 D qgk for
someq 2 G(Q)C andk 2 K. The second equation implies thatg0 D g, and so the union is disjoint.
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DEFINITION 5.14. TheShimura varietySh(G, X ) attached to42 the Shimura datum(G, X)

is the inverse system of varieties(ShK (G, X))K endowed with the action ofG(Af ) de-
scribed above. HereK runs through the sufficiently small compact open subgroups of
G(Af ).

Morphisms of Shimura varieties

DEFINITION 5.15. Let (G, X ) and(G 0, X 0) be Shimura data.
(a) A morphism of Shimura data(G, X)! (G 0, X 0) is a homomorphismG ! G 0 of

algebraic groups sendingX into X 0.
(b) A morphism of Shimura varietiesSh(G, X)! Sh(G 0, X 0) is an inverse system of

regular maps of algebraic varieties compatible with the action ofG(Af ).

THEOREM 5.16. A morphism of Shimura data(G, X) ! (G 0, X 0) defines a morphism
Sh(G, X)! Sh(G 0, X 0) of Shimura varieties, which is a closed immersion ifG ! G 0 is
injective.

PROOF. The first part of the statement is obvious from (3.14), and the second is proved in
Theorem 1.15 of Deligne 1971b.

The structure of a Shimura variety

By the structure of Sh(G, X ), I mean the structure of the set of connected components and
the structure of each connected component. This is worked out in general in Deligne 1979,
2.1.16, but the result there is complicated. WhenGder is simply connected,43 it is possible
to prove a more pleasant result: the set of connected components is a “zero-dimensional
Shimura variety”, and each connected component is a connected Shimura variety.

Let (G, X) be a Shimura datum. As on p51, Z is the centre ofG andT the largest

commutative quotient ofG. There are homomorphismsZ ,! G
��! T , and we define

T (R)| D Im(Z(R)! T (R)),

T (Q)| D T (Q) \ T (R)|.

BecauseZ ! T is surjective,T (R)
| � T (R)C (see5.1), and soT (R)| andT (Q)| are of

finite index inT (R) andT (Q) (see5.3). For example, forG D GL2, T (Q)| D T (Q)C D
Q>0.

THEOREM 5.17. AssumeGder is simply connected. ForK sufficiently small, the natural
map

G(Q)nX �G(Af )=K! T (Q)|nT (Af )=�(K)

42Or “defined by” or “associated with”, butnot “associated to”.
43The Shimura varieties with simply connected derived group are the most important — if one knows

everything about them, then one knows everything about all Shimura varieties (because the remainder are
quotients of them). However, there are naturally occurring Shimura varieties for whichGder is not simply
connected, and so we should not ignore them.
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defines an isomorphism

�0(ShK (G, X)) �D T (Q)|nT (Af )=�(K).

Moreover,T (Q)|nT (Af )=�(K) is finite, and the connected component over[1] is canon-
ically isomorphic�nXC for some congruence subgroup� of Gder(Q) containingK \
Gder(Q).

In Lemma5.20below, we show that�(G(Q)C) � T (Q)|. The “natural map” in the
theorem is

G(Q)nX �G(Af )=K
5.11�D G(Q)CnXC �G(Af )=K

[x,g]7![�(g)]�������! T (Q)|nT (Af )=�(K).

The theorem gives a diagram

G(Q)nX �G(Af )=K ¾� �nXC,

T (Q)|nT (Af )=�(K)

?
¾ � [1]

?

in which T (Q)|nT (Af )=�(K) is finite and discrete, the left hand map is continuous and
onto with connected fibres, and�nXC is the fibre over[1].

LEMMA 5.18. AssumeGder is simply connected. ThenG(R)C D Gder(R) �Z(R).

PROOF. BecauseGder is simply connected,Gder(R) is connected (5.2) and soGder(R) �
G(R)C. HenceG(R)C � Gder(R) �Z(R). For the converse, we use the exact commutative
diagram:

1 ���! Z0(R)
z 7!(z�1,z)������! Z(R)�Gder(R)

(z,g)7!zg�����! G(R) ���! H 1(R, Z0)
??y(z,g)7!g

??y


1 ���! Z0(R) ���! Gder(R) ���! Gad(R) ���! H 1(R, Z0).

As Gder ! Gad is surjective, so also isGder(R) ! Gad(R)C (see5.1). Therefore, an
elementg of G(R) lies inG(R)C if and only if its image inGad(R) lifts to Gder(R). Thus,

g 2 G(R)C () g 7! 0 in H 1(R, Z0)

() g lifts to Z(R)�Gder(R)

() g 2 Z(R) �Gder(R)

LEMMA 5.19. LetH be a simply connected semisimple algebraic groupH overQ.
(a) For every finite prime, the groupH 1(Q`, H) D 0.
(b) The mapH 1(Q, H)!Q

l�1H 1(Ql , H) is injective (Hasse principle).

PROOF. (a) See Platonov and Rapinchuk 1994, Theorem 6.4, p284.
(b) See ibid., Theorem 6.6, p286.



58 5 SHIMURA VARIETIES

Both statements fail for groups that are not simply connected.

LEMMA 5.20. AssumeGder is simply connected, and lett 2 T (Q). Thent 2 T (Q)| if and
only if t lifts to an element ofG(Q)C.

PROOF. Lemma5.19 implies that the vertical arrow at right in the following diagram is
injective:44

1 ���! Gder(Q) ���! G(Q)
����! T (Q) ���! H 1(Q, Gder)??y

??y
??y

??yinjective

1 ���! Gder(R) ���! G(R)
����! T (R) ���! H 1(R, Gder)

Let t 2 T (Q)|. By definition, the imagetR of t in T (R) lifts to an elementz 2 Z(R) �
G(R). From the diagram, we see that this implies thatt maps to the trivial element in
H 1(Q, Gder) and so it lifts to an elementg 2 G(Q). Now gR � z�1 7! tR � t�1R D 1 in T (R),
and sogR 2 Gder(R) � z � Gder(R) �Z(R) � G(R)C. Therefore,g 2 G(Q)C.

Let t be an element ofT (Q) lifting to an elementa of G(Q)C. According to5.18,
aR D gz for someg 2 Gder(R) andz 2 Z(R). Now aR andz map to the same element in
T (R), namely, totR, and sot 2 T (Q)|

The lemma allows us to write

T (Q)|nT (Af )=�(K) D �(G(Q)C)nT (Af )=�(K).

We now study the fibre over[1] of the map

G(Q)CnXC �G(Af )=K
[x,g]7![�(g)]�������! �(G(Q)C)nT (Af )=�(K).

Let g 2 G(Af ). If [�(g)] D [1]K , then�(g) D �(q)�(k) someq 2 G(Q)C andk 2 K. It
follows that�(q�1gk�1) D 1, thatq�1gk�1 2 Gder(Af ), and thatg 2 G(Q)C �Gder(Af ) �
K. Hence every element of the fibre over[1] is represented by an element(x, a) with
a 2 Gder(Af ). But, according to the strong approximation theorem (4.16), G

der
(Af ) D

Gder(Q) � (K \ Gder(Af )), and so the fibre over[1] is a quotient ofXC; in particular,
it is connected. More precisely, it equals�nXC where� is the image ofK \ G(Q)C
in Gad(Q)C. This � is an arithmetic subgroup ofGad(Q)C containing the image of the
congruence subgroupK \ Gder(Q) of Gder(Q). Moreover, arbitrarily small such� ’s arise
in this way. Hence, the inverse system of fibres over[1] (indexed by the compact open
subgroupsK of G(Af )) is equivalent to the inverse system Shı(Gder, XC) D (�nXC).

The study of the fibre over[t ] will be similar once we show that there exists ana 2
G(Af ) mapping tot (so that the fibre is nonempty). This follows from the next lemma.

44The groupH 1(Q, Gder) is defined to be the set of continuous crossed homomorphisms Gal(Qal=Q) !
Gder(Qal) modulo the relation which identifies two crossed homomorphisms that differ by a principal crossed
homomorphism. It is a set with a distinguished elemente, represented by any principal crossed homomor-
phism. An element ofT (Q) lifts to an element ofG(Q) if and only if it maps to the distinguished class in
H 1(Q, Gder).
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LEMMA 5.21. AssumeGder is simply connected. Then the map�WG(Af ) ! T (Af ) is
surjective and sends compact open subgroups to compact open subgroups.

PROOF. We have to show:
(a) the homomorphism�WG(Q`)! T (Q`) is surjective for all finitè ;
(b) the homomorphism�WG(Z`)! T (Z`) is surjective for almost all̀.

(a) For each primè, there is an exact sequence

1! Gder(Q`)! G(Q`)
�! T (Q`)! H 1(Q`, Gder)

and so (5.19a) shows that�WG(Q`)! T (Q`) is surjective.
(b) Extend the homomorphismG ! T to a homomorphism of group schemesG ! T

overZ[ 1
N

] for some integerN . After N has been enlarged, this map will be a smooth
morphism of group schemes and its kernelG 0 will have nonsingular connected fibres. On
extending the base ring toZ`, ` - N , we obtain an exact sequence

0! G 0` ! G` ��! T ` ! 0

of group schemes overZ` such that� is smooth and(G 0
`
)F` is nonsingular and connected.

Let P 2 T `(Z`), and letY D ��1(P) � G`. We have to show thatY (Z`) is nonempty. By
Lang’s lemma (Springer 1998, 4.4.17),H 1(F`, (G 0

`
)F`) D 0, and so

�WG`(F`)! T `(F`)

is surjective. ThereforeY (F`) is nonempty. BecauseY is smooth overZ`, an argument as
in the proof of Newton’s lemma (e.g., ANT 7.22) now shows that a pointQ0 2 Y(F`) lifts
to a pointQ 2 Y(Z`).

It remains to show thatT (Q)|nT (Af )=�(K) is finite. BecauseT (Q)| has finite index
in T (Q), it suffices to prove thatT (Q)nT (Af )=�(K) is finite. But�(K) is open, and so
this follows from the next lemma.

LEMMA 5.22. For any torusT overQ, T (Q)nT (Af ) is compact.

PROOF. Consider first the caseT D Gm. Then

T (Af )=T ( OZ) D A�f = OZ� �D
M

` finite
Q�` =Z

�
`

˚ord̀���!�D
M

` finite
Z,

which is the group of fractional ideals ofZ. Therefore,Q�nA�
f
= OZ� is the ideal class group

of Z, which is trivial:A�
f
D Q� � OZ�. HenceQ�nA�

f
is a quotient ofOZ�, which is compact.

For a number fieldF , the same argument using the finiteness of the class number ofF

shows thatF�nA�
F,f

is compact. HereA�
F,f
DQv finite(F

�
v W O�v ).

An arbitrary torusT overQwill split over some number field, say,TF � Gdim(T )
m . Then

T (F)nT (AF,f ) � (F�nA�
F,f

)dim(T ), which is compact, andT (Q)nT (Af ) is a closed
subset of it.
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REMARK 5.23. One may ask whether the fibre over[1] equals

�nXC D Gder(Q)nXC �Gder(Af )=K \Gder(Af ), � D K \Gder(Q),

rather than quotient ofXC by some larger group than�. This will be true ifZ0 satisfies the
Hasse principle forH 1 (for then every element inG(Q)C \ K with K sufficiently small
will lie in Gder(Q) �Z(Q)).45 It is known thatZ0 satisfies the Hasse principle forH 1 when
Gder has no isogeny factors of typeA, but not in general otherwise (Milne 1987). This is
one reason why, in the definition of Shı(Gder, XC), we include quotients�nXC in which
� is an arithmetic subgroup ofGad(Q)C containing, but not necessarily equal to, the image
of congruence subgroup ofGder(Q).

Zero-dimensional Shimura varieties

Let T be a torus overQ. According to Deligne’s definition, every homomorphismhWC�!
T (R) defines a Shimura variety Sh(T , fhg) — in this case the conditions SV1,2,3 are vac-
uous. For any compact openK � T (Af ),

ShK (T , fhg) D T (Q)nfhg � T (Af )=K �D T (Q)nT (Af )=K

(finite discrete set). We should extend this definition a little. LetY be a finite set on which
T (R)=T (R)C acts transitively. Define Sh(T , Y ) to be the inverse system of finite sets

ShK (T , Y ) D T (Q)nY � T (Af )=K,

with K running over the compact open subgroups ofT (Af ). Call such a system azero-
dimensional Shimura variety.

Now let (G, X ) be a Shimura datum withGder simply connected, and letT D G=Gder.
Let Y D T (R)=T (R)|. BecauseT (Q) is dense inT (R) (see5.4), Y �D T (Q)=T (Q)| and

T (Q)|nT (Af )=K �D T (Q)nY � T (Af )=K

Thus, we see that ifGder is simply connected, then

�0(ShK (G, X)) �D Sh�(K)(T , Y ).

In other words, the set of connected components of the Shimura variety is a zero-dimensional
Shimura variety (as promised).

Additional axioms

The weight homomorphismwX is a homomorphismGm! GR overR of algebraic groups
that are defined overQ. It is therefore defined overQal. Some simplifications to the theory
occur when some of the following conditions hold:
SV4 The weight homomorphismwX WGm ! GR is defined overQ (we then say thatthe

weight is rational).

45See the endnote.
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SV5 The groupZ(Q) is discrete inZ(Af ).

SV6 The torusZı splits over a CM-field (see p90 for the notion of a CM-field).
Let G ! GL(V ) be a representation ofG (meaning, of course, aQ-representation).

Eachh 2 X defines a Hodge structure onV (R). When SV4 holds, these are rational hodge
structures (p27). It is hoped that these hodge structures all occur in the cohomology of
algebraic varieties and, moreover, that the Shimura variety is a moduli variety for motives
when SV4 holds and a fine moduli variety when additionally SV5 holds. This will be
discussed in more detail later. In Theorem5.26below, we give a criterion for SV5 to hold.

Axiom SV6 makes some statements more natural. For example, when SV6 holds,w is
defined over a totally real field.46

EXAMPLE 5.24. Let B be a quaternion algebra over a totally real fieldF , and letG be the
algebraic group overQ with G(Q) D B�. Then,B ˝Q F D Qv B ˝F,v R wherev runs
over the embeddings ofF intoR. Thus,

B ˝Q R � H � � � � � H � M2(R) � � � � � M2(R)

G(R) � H� � � � � � H� � GL2(R) � � � � � GL2(R)

h(aC ib) D 1 � � � 1
�

a b
�b a

� � � � �
a b
�b a

�

w(r) D 1 � � � 1 r�1I2 � � � r�1I2

Let X be theG(R)-conjugacy class ofh. Then(G, X) satisfies SV1 and SV2, and so it
is a Shimura datum ifB splits47 at at least one real prime ofF . Let I D Hom(F,Qal) D
Hom(F,R), and letInc be the set ofv such thatB ˝F,v R is split. Thenw is defined over
the subfield ofQal fixed by the automorphisms ofQal stabilizingInc. This field is always
totally real, and it equalsQ if and only if I D Inc.

Arithmetic subgroups of tori

Let T be a torus overQ, and letT (Z) be an arithmetic subgroup ofT (Q), for example,

T (Z) D Hom(X �(T ),O�L)Gal(L=Q),

whereL is some galois splitting field ofT . The congruence subgroup problem is known
to have a positive answer for tori (Serre 1964, 3.5), i.e., every subgroup ofT (Z) of finite
index contains a congruence subgroup. Thus the topology induced onT (Q) by that on
T (Af ) has the following description:T (Z) is open, and the induced topology onT (Z) is
the profinite topology. In particular,

T (Q) is discrete () T (Z) is discrete() T (Z) is finite.

EXAMPLE 5.25. (a) LetT D Gm. ThenT (Z) D f˙1g, and soT (Q) is discrete inT (Af ).
This, of course, can be proved directly.48

46In my view, the extra generality obtained by omitting it is spurious, but Deligne disagrees with me.
47That is, becomes isomorphic toM2(R).
48It is easy to write down an open subgroup ofA�

f
whose intersection withQ� is f1g.
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(b) Let T (Q) D fa 2 Q[
p�1]� j Nm(a) D 1g. ThenT (Z) D f˙1,˙p�1g, and so

T (Q) is discrete.
(c) Let T (Q) D fa 2 Q[

p
2]� j Nm(a) D 1g. ThenT (Z) D f˙(1 Cp2)n j n 2 Zg,

and so neitherT (Z) norT (Q) is discrete.

THEOREM 5.26. LetT be a torus overQ, and letT a DT� Ker(�WT ! Gm) (characters
� of T rational overQ). ThenT (Q) is discrete inT (Af ) if and only ifT a(R) is compact.

PROOF. According to a theorem of Ono (Serre 1968, pII-39),T (Z) \ T a(Q) is of finite
index inT (Z), and the quotientT a(R)=T (Z)\T a(Q) is compact. NowT (Z)\T a(Q) is
an arithmetic subgroup ofT a(Q), and hence is discrete inT a(R). It follows thatT (Z) \
T a(Q) is finite if and only ifT a(R) is compact.

For example, in (5.25)(a),T a D 1 and so certainlyT a(R) is compact; in (b),T a(R) D
U1, which is compact; in (c),T a D T andT (R) D f(a, b) 2 R � R j ab D 1g, which is
not compact.

REMARK 5.27. A torusT over a fieldk is said to beanisotropicif there are no characters
�WT ! Gm defined overk. A real torus is anisotropic if and only if it is compact. The
torusT a Ddf

T
Ker(�WT ! Gm) is the largest anisotropic subtorus ofT . Thus (5.26)

says thatT (Q) is discrete inT (Af ) if and only if the largest anisotropic subtorus ofT

remains anisotropic overR.
Note that SV5 holds if and only if(Zıa)R is anisotropic.
Let T be a torus that splits over CM-fieldL. In this case there is a torusT C � T such

thatT CL D
T
��D�� Ker(�WTL ! Gm). ThenT (Q) is discrete inT (Af ) if and only if T C

is split, i.e., if and only if the largest subtorus ofT that splits overR is already split over
Q.

Passage to the limit.

Let K be a compact open subgroup ofG(Af ), and letZ(Q)� be the closure ofZ(Q) in
Z(Af ). ThenZ(Q) �K D Z(Q)� �K (in G(Af )) and

ShK (G, X ) Ddf G(Q)nX � (G(Af )=K)

�D G(Q)

Z(Q)

�
X � (G(Af )=Z(Q) �K)

�D G(Q)

Z(Q)

�
X � (G(Af )=Z(Q)� �K).

THEOREM 5.28. For any Shimura datum(G, X ),

lim �
K

ShK (G, X ) D G(Q)

Z(Q)

�
X � (G(Af )=Z(Q)�).

When SV5 holds,
lim �
K

ShK (G, X) D G(Q)nX �G(Af ).
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PROOF. The first equality can be proved by the same argument as (4.19), and the second
follows from the first (cf. Deligne 1979, 2.1.10, 2.1.11).49

REMARK 5.29. Put SK D ShK (G, X). For varyingK, theSK form a variety (scheme)
with a right action ofG(Af ) in the sense of Deligne 1979, 2.7.1. This means the following:

(a) the SK form an inverse system of algebraic varieties indexed by the compact open
subgroupsK of G(Af ) (if K � K0, there is an obvious quotient mapSK 0 ! SK );

(b) there is an action� of G(Af ) on the system(SK )K defined by isomorphisms (of
algebraic varieties)�K (a)WSK ! Sg�1Kg (on points,�K (a) is [x, a0] 7! [x, a0a]);

(c) for k 2 K, �K (k) is the identity map; therefore, forK0 normal inK, there is an
action of the finite groupK=K0 on SK 0; the varietySK is the quotient ofSK 0 by the
action ofK=K0.

REMARK 5.30. When we regard the ShK (G, X) as schemes, the inverse limit of the system
ShK (G, X) exists50:

S D lim �ShK (G, X ).

This is a scheme overC, not(!) of finite type, but it is locally noetherian and regular (cf.
Milne 1992, 2.4). There is a right action ofG(Af ) on S , and, forK a compact open
subgroup ofG(Af ),

ShK (G, X ) D S=K

(Deligne 1979, 2.7.1). Thus, the system(ShK (G, X))K together with its right action of
G(Af ) can be recovered fromS with its right action ofG(Af ). Moreover,

S(C) �D lim �ShK (G, X )(C) D lim �G(Q)nX �G(Af )=K.

49The proof of Theorem5.28 in Deligne 1979 reads (in its entirety): L’action deG(Q)=Z(Q) sur X ��
G(Af )=Z(Q)�

�
est propre. Ceci permet le passageà la limite surK.

Properness implies that the quotient ofX��G(Af )=Z(Q)�
�

by G(Q)=Z(Q) is separated (Bourbaki 1989,
III 4.2), and hence Lemma4.20applies. Presumably, the actionis proper, but I don’t know a proof that the
quotient is separated even in the easier case (4.19). Here’s how the obvious argument goes.

We want to check thatG(Q)nD � G(Af ) is separated. Choose a compact open subgroupU of G(Af )

such that the (congruence) subgroup� D U \ G(Af ) is torsion free (3.6). We have to prove that distinct
points [x, a] and [y, b] of G(Q)nD � G(Af ) are separated by open neighbourhoods. BecauseG(Q) is
dense inG(Af ), we may supposea, b 2 U . If x andy are not in the same�-orbit, then there exist open
neighbourhoodsVx of x andVy of y such thatgVx \ Vy D ; for all g 2 � (see the proof of3.1). Then
g(Vx�Ua)\(Vy�Ub) D ; for all g 2 G(Q), and so the images ofVx�Ua andVy�Ub in G(Q)nD�G(Af )

separate[x, a] and[y, b]. Whenx andy lie in the same�-orbit, we may supposey D x. There exists an
open neighbourhoodV of x such thatgV \ V D ; for all g 2 � r f1g, and sog(V �Ua)\ (V �Ub) D ;
for all g 2 G(Q)r f1g providedba�1 2 U (but what if it isn’t).

50Let (Ai)i2I be a direct system of commutative rings indexed by a directed setI , and letA D lim�!Ai .
Then, for any schemeX ,

Hom(X, SpecA) �D Hom(A,�(X,OX )) �D lim �Hom(Ai ,�(X,OX )) �D lim �Hom(X, SpecAi).

(For the first and third isomorphisms, see Hartshorne 1977, II, Exercise 2.4; the middle isomorphism is the
definition of direct limit). This shows that SpecA is the inverse limit of the inverse system(SpecAi)i2I in
the category of schemes. More generally, inverse limits of schemes in which the transition morphisms are
affine exist, and can be constructed in the obvious way.
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NOTES. Axioms SV1, SV2, SV3, and SV4 are respectively the conditions (2.1.1.1), (2.1.1.2),
(2.1.1.3), and (2.1.1.4) of Deligne 1979. Axiom SV5 is weaker than the condition (2.1.1.5)
ibid., which requires that adh(i) be a Cartan involution on(G=w(Gm))R, i.e., that(Zı=w(Gm))R
be anisotropic.
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6 The Siegel modular variety

In this section, we study the most important Shimura variety, namely, the Siegel modular
variety.

Dictionary

Let V be anR-vector space. Recall (2.4) that to give aC-structureJ on V is the same as
to give a hodge structurehJ onV of type(�1, 0), (0,�1). HerehJ is the restriction toC�
of the homomorphism

aC bi 7! aC bJ WC! EndR(V ).

For the hodge decompostionV (C) D V �1,0 ˚ V �1,0,

V �1,0 V 0,�1

J acts as Ci �i

hJ (z) acts as z z

Let  be a nondegenerateR-bilinear alternating form onV . A direct calculation51

shows that

 (Ju, Jv) D  (u, v) ()  (zu, zv) D jzj2 (u, v) for all z 2 C.

Let J (u, v) D  (u, Jv). Then

 (Ju, Jv) D  (u, v) ()  J is symmetric

and
 (Ju, Jv) D  (u, v) and
 J is positive definite

(2.12)()  is a polarization of the
hodge structure(V , hJ ).

Symplectic spaces

Let k be a field of characteristic6D 2, and let(V , ) be asymplectic spaceof dimension
2n overk, i.e.,V is ak-vector space of dimension2n and is a nondegenerate alternating
form  . A subspaceW of V is totally isotropicif  (W, W ) D 0. A symplectic basisof

51If  (Ju, Jv) D  (u, v), then

 ((aC bi)u, (aC bi)v) D  (au, av)C  (au, biv)C  (biu, av)C  (biu, biv) (biadditivity)

D  (au, av)C  (aiu,�bv)C  (biu, av)C  (bu, bv) (assumption)

D a2 (u, v)C b2 (u, v) (bilinearity).
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V is a basis(e˙i)1�i�n such that52

 (ei , e�i) D 1 for 1 � i � n,

 (ei , ej ) D 0 for j 6D ˙i.

LEMMA 6.1. Let W be a totally isotropic subspace ofV . Then any basis ofW can be
extended to a symplectic basis forV . In particular, V has symplectic bases (and two
symplectic spaces of the same dimension are isomorphic).

PROOF. Standard.53

Thus, a maximal totally isotropic subspace ofV will have dimensionn. Such subspaces
are calledlagrangians.

Let GSp( ) be the group ofsymplectic similitudesof (V , ), i.e., the group of auto-
morphisms ofV preserving up to a scalar. Thus

GSp( )(k) D fg 2 GL(V ) j  (gu, gv) D �(g) �  (u, v) some�(g) 2 k�g.

Define Sp( ) by the exact sequence

1! Sp( )! GSp( )
�! Gm! 1.

Then GSp( ) has derived group Sp( ), centreGm, and adjoint group GSp( )=Gm D
Sp( )=˙ I .

For example, whenV has dimension2, there is only one nondegenerate alternating form
on V up to scalars, which must therefore be preserved up to scalars by any automorphism,
and so GSp( ) D GL2 and Sp( ) D SL2.

The group Sp( ) acts simply transitively on the set of symplectic bases: if(e˙i) and
(f˙i) are bases ofV , then there is a uniqueg 2 GL2n(k) such thatge˙i D f˙i, and if
(e˙i) and(f˙i) are both symplectic, theng 2 Sp( ).

The Shimura datum attached to a symplectic space

Fix a symplectic space(V , ) overQ, and letG D GSp( ) andS D Sp( ) D Gder.
Let J be a complex structure onV (R) such that (Ju, Jv) D  (u, v). ThenJ 2

S(R), andhJ (z) lies in G(R) (and inS(R) if jzj D 1) — see the dictionary. We say that

52Equivalently, such that the matrix of with respect to(e˙i) has˙1 down the second diagonal, and zeros
elsewhere:

�
 (e˙i , e˙j )

�
1�i,j�g D

�
0 �I 0g
I 0g 0

�
, I 0g D

0
@

1

�
1

1
A .

53Certainly, the second statement is true whenn D 1. We assume it inductively for spaces of dimension
� 2n � 2. Let W be totally isotropic, and letW 0 be a subspace ofV such thatV D W? ˚ W 0. Then
W _ �D V =W ? �D W 0 identifiesW 0 with the dual ofW . Lete1, . . . , em be a basis forW , and lete�1, . . . , e�m
be the dual basis inW 0. Then(e˙i)1�i�m is a symplectic basis forW ˚W 0. By induction(W ˚W 0)? has
a symplectic basis(e˙i)mC1�i�n, and then(e˙i)1�i�n is a symplectic basis forV .
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J is positive(resp.negative) if  J (u, v) Ddf  (u, Jv) is positive definite (resp. negative
definite).

Let XC (resp. X�) denote the set of positive (resp. negative) complex structures on
V (R), and letX D XC tX�. ThenG(R) acts onX according to the rule

(g, J ) 7! gJg�1,

and the stabilizer inG(R) of XC is

G(R)C D fg 2 G(R) j �(g) > 0g.
For a symplectic basis(e˙i) of V , defineJ by Je˙i D ˙e�i, i.e.,

ei
J7�! e�i

J7�! �ei , 1 � i � n.

ThenJ 2 D �1 andJ 2 XC — in fact, (ei)i is an orthonormal basis for J . Conversely,
if J 2 XC, thenJ has this description relative to any orthonormal basis for the positive
definite form J . The map from symplectic bases toXC is equivariant for the actions of
S(R). Therefore,S(R) acts transitively onXC, andG(R) acts transitively54 onX .

ForJ 2 X , lethJ be the corresponding homomorphismC�! G(R). ThenhgJg�1(z) D
ghJ (z)g�1. ThusJ 7! hJ identifiesX with a G(R)-conjugacy class of homomorphisms
hWC�! G(R). We check that(G, X) satisfies the axioms SV1–SV6.

(SV1). Forh 2 X , let V C D V �1,0 andV � D V 0,�1, so thatV (C) D V C ˚ V � with
h(z) acting onV C andV � as multiplication byz andz respectively. Then55

Hom(V (C), V (C)) D Hom(V C, V C)˚Hom(V C, V �)˚Hom(V �, V C)˚Hom(V �, V �)

h(z) acts as 1 z=z z=z 1

The Lie algebra ofG is the subspace

Lie(G) D ff 2 Hom(V , V ) j  (f (u), v)C  (u, f (v)) D 0g,
of End(V ), and so SV1 holds.

(SV2). We have to show that adJ is a Cartan involution onGad. But, J 2 D �1 lies in
the centre ofS(R) and is a J -polarization forSR in the sense of (1.20), which shows
that adJ is a Cartan involution forS .

(SV3). In fact,Gad isQ-simple, andGad(R) is not compact.
(SV4). Forr 2 R�, wh(r) acts on bothV �1,0 andV 0,�1 asv 7! rv. Therefore,wX

is the homomorphismGmR ! GL(V (R)) sendingr 2 R� to multplication byr . This is
defined overQ.

(SV5). The centre ofG isGm, andQ� is discrete inA�
f

(see5.25).
(SV6). The centre ofG is split already overQ.

We often write(G( ), X( )) for the Shimura datum defined by a symplectic space(V , ),
and(S( ), X( )C) for the connected Shimura datum.

54The elementgW e˙i 7! e�i of G(R) has�(g) D �1 and it interchangesXC andX�.
55Recall that the group GL(V ) acts on Hom(V , V ) according to the rule

˛f (v) D ˛(f (˛�1v)), ˛ 2 GL(V ), f 2 Hom(V , V ), v 2 V .
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EXERCISE 6.2. (a) Show that for anyh 2 X( ), �(h(z)) D zz. [Hint: for nonzero
vC 2 V C andv� 2 V �, compute C(h(z)vC, h(z)v�) in two different ways.]

(b) Show that the choice of a symplectic basis forV identifiesXC with Hg as an
Sp( )-set (see1.2).

The Siegel modular variety

Let (G, X) D (G( ), X( )) be the Shimura datum defined by a symplectic space(V , )

overQ. TheSiegel modular variety attached to(V , ) is the Shimura variety Sh(G, X).
Let V (Af ) D Af ˝Q V . ThenG(Af ) is the group ofAf -linear automorphisms of

V (Af ) preserving up to multiplication by an element ofA�
f

.
LetK be a compact open subgroup ofG(Af ), and letHK be the set of triples((W, h), s, �K)

where
ı (W, h) is a rational hodge structure of type(�1, 0), (0,�1);
ı ˙s is a polarization for(W, h);
ı �K is a K-orbit of Af -linear isomorphismsV (Af ) ! W (Af ) sending to an
A�
f

-multiple of s.
An isomorphism

((W, h), s, �K)! ((W 0, h0), s0, �0K)

of triples is an isomorphismbW (W, h) ! (W 0, h0) of rational hodge structures such that
b(s) D cs0 somec 2 Q� andb ı � D �0 mod K.

Note that to give an element ofHK amounts to giving a symplectic space(W, s) over
Q, a complex structure onW that is positive or negative fors, and�K. The existence
of � implies that dimW D dimV , and so(W, s) and(V , ) are isomorphic. Choose an
isomorphismaWW ! V sending to aQ�-multiple of s. Then

ah Ddf (z 7! a ı h(z) ı a�1)

lies inX , and

V (Af )
�! W (Af )

a! V (Af )

lies in G(Af ). Any other isomorphisma0WW ! V sending to a multiple ofs differs
from a by an element ofG(Q), say,a0 D q ı a with q 2 G(Q). Replacinga with a0 only
replaces(ah, a ı �) with (qah, qa ı �). Similarly, replacing� with �k replaces(ah, a ı �)
with (ah, a ı �k). Therefore, the map

(W . . .) 7! [ah, a ı �]K WHK ! G(Q)nX �G(Af )=K

is well-defined.

PROPOSITION6.3. The setShK (G, X) classifies the triples inHK modulo isomorphism.
More precisely, the map(W, . . .) 7! [ah, a ı �]K defines a bijection

HK=�! G(Q)nX �G(Af )=K.
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PROOF. It is straightforward to check that the map sends isomorphic triples to the same
class,56 and that two triples are isomorphic if they map to the same class.57 The map is onto
because[h, g] is the image of((V , h), , gK).

Complex abelian varieties

An abelian varietyA over a fieldk is a connected projective algebraic variety overk

together with a group structure given by regular maps. A one-dimensional abelian variety
is an elliptic curve. Happily, a theorem, whose origins go back to Riemann, reduces the
study of abelian varieties overC to multilinear algebra.

Recall that a lattice in a real or complex vector spaceV is theZ-module generated by an
R-basis forV . For a latticeƒ in Cn, makeCn=ƒ into a complex manifold by endowing it
with the quotient structure.58 A complex torusis a complex manifold isomorphic toCn=ƒ

for some latticeƒ in Cn.
Note thatCn is the universal covering space ofM D Cn=ƒ with ƒ as its group of

covering transformations, and�1(M, 0) D ƒ (Hatcher 2002, 1.40). Therefore, (ib. 2A.1)

H1(M,Z) �D ƒ (31)

and (Greenberg 1967, 23.14)

H 1(M,Z) �D Hom(ƒ,Z). (32)

PROPOSITION6.4. LetM D Cn=ƒ. There is a canonical isomorphism

H n(M,Z) �D Hom(
Vn
ƒ,Z),

i.e.,H n(M,Z) is canonically isomorphic to the set ofn-alternating formsƒ�� � ��ƒ! Z.

PROOF. From (32), we see that
Vn

H 1(M,Z) �DVn Hom(ƒ,Z).

Since59 Vn Hom(ƒ,Z) �D Hom(
Vn
ƒ,Z),

56SupposebW (W, h)
��! (W 0, h0) sendss to aQ�-multiple of t 0 and is such thatb ı � D �0 ı k for some

k 2 K. Choose an isomorphisma0WW 0 ! V sendings0 to aQ�-multiple of , and leta D a0 ı b. Then
(ah, a ı �) D (a0h, a0 ı �0 ı k).

57Let (W . . .) and(W 0 . . .) map to the same class. Choose isomorphismsaWV ! W anda0WV ! W 0

sending to multiples ofs ands0. We are given that(ah, a ı �) D (qa0h, q ı a0 ı � ı k) for someq andk.
After replacinga0 with q ı a0, we may suppose that(ah, a ı �) D (a0h, a0 ı � ı k). Thenb D a0 ı a�1 is an
isomorphism((W, h), . . .)! ((W 0, h0), . . .).

58That is, give it the quotient topology and define a functionf on an open subsetU of Cn=ƒ to be
holomorphic iff ı � is holomorphic on��1(U ), where� WCn! Cn=ƒ is the quotient map.

59For a freeZ-moduleƒ of finite rank, the pairing
Vn
ƒ_ �Vn

ƒ! Z

determined by
(f1 ^ � � � ^ fn, v1 ˝ � � � ˝ vn) D det(fi(vj ))

is nondegenerate (since it is modulop for everyp — see Bourbaki 1958,~8).
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we see that it suffices to show that cup-product defines an isomorphism
Vn

H 1(M,Z)! H n(M, Z). (33)

Let T be the class of topological manifoldsM whose cohomology groups are freeZ-
modules of finite rank and for which the maps (33) are isomorphisms for alln. Certainly,
the circleS1 is in T (its cohomology groups areZ, Z, 0, . . .), and the K̈unneth formula
(Hatcher 2002, 3.16 et seq.) shows that ifM1 andM2 are inT , then so also isM1 �M2.
As a topological manifold,Cn=ƒ � (S1)2n, and soM is in T .

PROPOSITION6.5. A linear map̨ WCn! Cn0 such that̨ (ƒ) � ƒ0 defines a holomorphic
mapCn=ƒ ! Cn0=ƒ0 sending0 to 0, and every holomorphic mapCn=ƒ ! Cn0=ƒ0

sending0 to 0 is of this form (for a uniquę ).

PROOF. The mapCn ˛! Cn0 ! Cn0=ƒ0 is holomorphic, and it factors throughCn=ƒ. Be-
causeC=ƒ has the quotient structure, the resulting mapCn=ƒ! Cn0=ƒ0 is holomorphic.
Conversely, let'WC=ƒ! C=ƒ0 be a holomorphic map such that'(0) D 0. ThenCn and
Cn0 are universal covering spaces ofCn=ƒ andCn0=ƒ0, and a standard result in topology
(Hatcher 2002, 1.33, 1.34) shows that' lifts uniquely to a continuous mapQ'WCn ! Cn0

such thatQ'(0) D 0:

Cn
Q'���! Cn0

??y
??y

Cn=ƒ
'���! Cn0=ƒ0.

Because the vertical arrows are local isomorphisms,Q' is automatically holomorphic. For
any! 2 ƒ, the mapz 7! Q'(z C !) � Q'(z) is continuous and takes values inƒ0 � C.
BecauseCn is connected andƒ0 is discrete, it must be constant. Therefore, for eachj ,
@ Q'
@zj

is a doubly periodic function, and so defines a holomorphic functionCn=ƒ ! Cn0 ,
which must be constant (becauseCn=ƒ is compact). WriteQ' as ann0-tuple ( Q'1, . . . , Q'n0)
of holomorphic functionsQ'i in n variables. BecauseQ'i(0) D 0 and @ Q'i

@zj
is constant for each

j , the power series expansion ofQ'i at 0 is of the form
P

aijzj . Now Q'i and
P

aijzj are
holomorphic functions onCn that coincide on a neighbourhood of0, and so are equal on
the whole ofCn. We have shown that

Q'(z1, . . . , zn) D (
P

a1jzj , . . . ,
P

an0jzj ).

ASIDE 6.6. The proposition shows that every holomorphic map'WCn=ƒ! Cn0=ƒ0 such
that'(0) D 0 is a homomorphism. A similar statement is true for abelian varieties over
any fieldk: a regular map'WA ! B of abelian varieties such that'(0) D 0 is a ho-
momorphism (AG, 5.36). For example, the map sending an element to its inverse is a
homomorphism, which implies that the group law onA is commutative. Also, the group
law on an abelian variety is uniquely determined by the zero element.

Let M D Cn=ƒ be a complex torus. The isomorphismR˝ƒ �D Cn defines a complex
structureJ onR˝ƒ. A riemann form for M is an alternating form Wƒ�ƒ! Z such
that R(Ju, Jv) D  R(u, v) and R(u, Ju) > 0 for u 6D 0. A complex torusCn=ƒ is said
to bepolarizableif there exists a riemann form.



Complex abelian varieties 71

THEOREM 6.7. The complex torusCn=ƒ is projective if and only if it is polarizable.

PROOF. See Mumford 1970, Chapter I, (or Murty 1993, 4.1, for the “if” part). Alterna-
tively, one can apply the Kodaira embedding theorem (Voisin 2002, Th. 7.11, 7.2.2).

Thus, by Chow’s theorem (3.11), a polarizable complex torus is a projective algebraic
variety, and holomorphic maps of polarizable complex tori are regular. Conversely, it is
easy to see that the complex manifold associated with an abelian variety is a complex
torus: let Tgt0 A be the tangent space toA at0; then the exponential map Tgt0 A! A(C)

is a surjective homomorphism of Lie groups with kernel a latticeƒ, which induces an
isomorphism(Tgt0 A)=ƒ �D A(C) of complex manifolds (Mumford 1970, p2).

For a complex torusM D Cn=ƒ, the isomorphismƒ˝ZR �D Cn endowsƒ˝ZR with
a complex structure, and hence endowsƒ �D H1(M,Z) with an integral hodge structure
of weight�1. Note that a riemann form forM is nothing but a polarization of the integral
hodge structureƒ.

THEOREM 6.8 (RIEMANN ’ S THEOREM). 60The functorA 7! H1(A,Z) is an equivalence
from the categoryAV of abelian varieties overC to the category of polarizable integral
hodge structures of type(�1, 0), (0,�1).

PROOF. We have functors

AV
A7!Aan

����! fcategory of polarizable complex torig
M 7!H1(M,Z)��������! fcategory of polarizable integral hodge structures of type(�1, 0), (0,�1)g.

The first is fully faithful by Chow’s theorem (3.11), and it is essentially surjective by The-
orem6.7; the second is fully faithful by Proposition6.5, and it is obviously essentially
surjective.

Let AV0 be the category whose objects are abelian varieties overC and whose mor-
phisms are

HomAV0(A, B) D HomAV(A, B)˝Q.

COROLLARY 6.9. The functorA 7! H1(A,Q) is an equivalence from the categoryAV0 to
the category of polarizable rational hodge structures of type(�1, 0), (0,�1).

PROOF. Immediate consequence of the theorem.

REMARK 6.10. Recall that in the dictionary between complex structuresJ on a real vector
spaceV and hodge structures of type(�1, 0), (0,�1),

(V , J ) �D V (C)=V �1,0 D V (C)=F 0.

Since the hodge structure onH1(A,R) is defined by the isomorphism Tgt0(A) �D H1(A,R),
we see that

Tgt0(A) �D H1(A,C)=F 0 (34)

(isomorphism of complex vector spaces).

60In fact, it should be called the “theorem of Riemann, Frobenius, Weierstrass, Poincaré, Lefschetz, et al.”
(see Shafarevich 1994, Historical Sketch, 5), but “Riemann’s theorem” is shorter.
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A modular description of the points of the Siegel variety

Let MK be the set of triples(A, s, �K) in which A is an abelian variety overC, s is an
alternating form onH1(A,Q) such thats or �s is a polarization onH1(A,Q), and� is
an isomorphismV (Af ) ! Vf (Af ) sending to a multiple ofs by an element ofA�

f
.

An isomorphism from one triple(A, s, �K) to a second(A0, s0, �0K) is an isomorphism
A ! A0 (as objects inAV0) sendings to a multiple ofs0 by an element ofQ� and�K to
�0K.

THEOREM 6.11. The setShK (G, X) classifies the triples(A, s, �K) in MK modulo iso-
morphism, i.e., there is a canonical bijectionMK=�! G(Q)nX �G(Af )=K.

PROOF. Combine (6.9) with (6.3).
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7 Shimura varieties of hodge type

In this section, we examine one important generalization of Siegel modular varieties.

DEFINITION 7.1. A Shimura datum(G, X) is of hodge typeif there exists a symplectic
space(V , ) overQ and an injective homomorphism�WG ,! G( ) carrying X into
X( ). The Shimura variety Sh(G, X) is then said to be ofhodge type. Here(G( ), X( ))

denotes the Shimura datum defined by(V , ).

The composite of� with the character� of G( ) is a character ofG, which we again
denote by�. LetQ(r) denote the vector spaceQ with G acting byr�, i.e.,g �v D �(g)r �v.
For eachh 2 X , (Q(r), h ı �) is a rational hodge structure of type(�r,�r) (apply6.2a),
and so this notation is consistent with that in (2.6).

LEMMA 7.2. There exist multilinear mapstiWV � � � � � V ! Q(ri), 1 � i � n, such that
G is the subgroup ofG( ) fixing theti.

PROOF. According to Deligne 1982, 3.1, there exist tensorsti in V ˝ri ˝ V _˝si such that
this is true. But defines an isomorphismV �D V _ ˝Q(1)), and so

V ˝ri ˝ V _˝si �D V _˝(riCsi) ˝Q(ri) �D Hom(V ˝(riCsi),Q(ri)).

Let (G, X) be of hodge type. Choose an embedding of(G, X) into (G( ), X( )) for
some symplectic space(V , ) and multilinear mapst1, . . . , tn as in the lemma. LetHK be
the set of triples((W, h), (si)0�i�n, �K) in which
ı (W, h) is a rational hodge structure of type(�1, 0), (0,�1),
ı ˙s0 is a polarization for(W, h),
ı s1, . . . , sn are multilinear mapssiWW � � � � �W ! Q(ri), and
ı �K is aK-orbit of isomorphismsV (Af )! W (Af ) sending onto anA�

f
-multiple

of s0 and eachti to si,
satisfying the following condition:

(*) there exists an isomorphismaWW ! V sendings0 to aQ�-multiple of ,
si to ti eachi � 1, andh onto an element ofX.

An isomorphism from one triple(W, . . .) to a second(W 0, . . .) is an isomorphism(W, h)!
(W 0, h0) of rational hodge structures sendings0 to aQ�-multiple of s00, si to s0i for i > 0,
and�K to �0K.

PROPOSITION 7.3. The setShK (G, X)(C) classifies the triples inHK modulo isomor-
phism.

PROOF. Choose an isomorphismaWW ! V as in (*), and consider the pair(ah, a ı �).
By assumptionah 2 X anda ı � is a symplectic similitude of(V (Af ), ) fixing the ti,
and so(ah, a ı �) 2 X � G(Af ). The isomorphisma is determined up to composition
with an element ofG(Q) and� is determined up to composition with an element ofK. It
follows that the class of(ah, aı�) in G(Q)nX �G(Af )=K is well-defined. The proof that
(W, . . .) 7! [ah, a ı �]K gives a bijection from the set of isomorphism classes of triples in
HK onto ShK (G, X )(C) is now routine (cf. the proof of6.3).
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Let t WV � � � � � V ! Q(r) (m-copies ofV ) be a multilinear form fixed byG, i.e.,
such that

t (gv1, . . . , gvm) D �(g)r � t (v 1, . . . , vm), for all v1, . . . , vm 2 V , g 2 G(Q).

Forh 2 X , this equation shows thatt defines a morphism of hodge structures(V , h)˝m!
Q(r). On comparing weights, we see that ift is nonzero, thenm D 2r .

Now letA be an abelian variety overC, and letV D H1(A,Q). Then (see6.4)

Hm(A,Q) �D Hom(
Vm

V ,Q).

We say thatt 2 H 2r (A,Q) is ahodge tensor forA if the corresponding map

V ˝2r !V2r
V ! Q(r)

is a morphism of Hodge structures.
Let (G, X) ,! (G( ), X( )) andt1, . . . , tn be as above. LetMK be the set of triples

(A, (si)0�i�n, �K) in which
ı A is a complex abelian variety,
ı ˙s0 is a polarization for the rational hodge structureH1(A,Q),
ı s1, . . . , sn are hodge tensors forA or its powers, and
ı �K is a K-orbit of Af -linear isomorphismsV (Af ) ! Vf (A) sending onto an
A�
f

-multiple of s0 and eachti to si,
satisfying the following condition:

(**) there exists an isomorphismaWH1(A,Q) ! V sendings0 to a Q�-
multiple of , si to ti eachi � 1, andh to an element ofX.

An isomorphism from one triple(A, (si)i , �K) to a second(A0, (s0i), �
0K) is an isomor-

phismA ! A0 (as objects ofAV0) sendings0 to a multiple ofs00 by an element ofQ�,
eachsi to s0i, and� to �0 moduloK.

THEOREM 7.4. The setShK (G, X)(C) classifies the triples inMK modulo isomorphism.

PROOF. Combine Propositions7.3and6.9.

The problem with Theorem7.4 is that it is difficult to check whether a triple satisfies
the condition (**). In the next section, we show that when the hodge tensors are endomor-
phisms of the abelian variety, then it is sometimes possible to replace (**) by a simpler
trace condition.

REMARK 7.5. When we writeA(C) D Cg=ƒ, then (see6.4),

Hm(A,Q) �D Hom(
Vm

ƒ,Q)

Nowƒ˝ C �D T ˚ T whereT D Tgt0(A). Therefore,

Hm(A,C) �D Hom(
Vm

(ƒ˝ C),C) �D Hom(
L

pCqDm

Vp
T ˝Vq

T ,C) �D L
pCqDm

Hp,q
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where
Hp,q D Hom(

Vp
T ˝Vq

T ,C).

This rather ad hoc construction of the Hodge structure onHm does agree with the usual
construction (2.5) — see Mumford 1970, Chapter I. A hodge tensor onA is an element of

H 2r (A,Q) \H r,r (intersection insideH 2r (A,C)).

The Hodge conjecture predicts that all hodge tensors are the cohomology classes of alge-
braic cycles withQ-coefficients. Forr D 1, this is known even overZ. The exponential
sequence

0! Z �! OA

z 7!exp(2�iz)�! O�A ! 0

gives a cohomology sequence

H 1(A,O�A)! H 2(A,Z)! H 2(A,OA).

The cohomology groupH 1(A,O�A) classifies the divisors onA modulo linear equivalence,
i.e., Pic(A) �D H 1(A,O�A), and the first arrow maps a divisor to its cohomology class. A
class inH 2(A,Z) maps to zero inH 2(A,OA) D H 0,2 if and only if it maps to zero in its
complex conjugateH 2,0. Therefore, we see that

Im(Pic(A)) D H 2(A,Z) \H 1,1.
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8 PEL Shimura varieties

Throughout this section,k is a field of characteristic zero. Bilinear forms are always non-
degenerate.

Algebras with involution

By ak-algebraI mean a ringB containingk in its centre and finite dimensional overk. A
k-algebraA is simpleif it contains no two-sided ideals except0 andA. For example, every
matrix algebraMn(D) over a division algebraD is simple, and conversely, Wedderburn’s
theorem says that every simple algebra is of this form (CFT, IV 1.9). Up to isomorphism, a
simplek-algebra has only one simple module (ibid, IV 1.15). For example, up to isomor-
phism,Dn is the only simpleMn(D)-module.

Let B D B1�� � ��Bn be a product of simplek-algebras (asemisimplek-algebra). A
simpleBi-moduleMi becomes a simpleB-module when we letB act through the quotient
mapB ! Bi. These are the only simpleB-modules, and everyB-module is a direct sum
of simple modules. AB-moduleM defines ak-linear map

b 7! Trk(bjM)WB ! k

which we call thetrace mapof M .

PROPOSITION8.1. Let B be a semisimplek-algebra. TwoB-modules are isomorphic if
and only if they have the same trace map.

PROOF. Let B1, . . . , Bn be the simple factors ofB, and letMi be a simpleBi-module.
Then everyB-module is isomorphic to a direct sum

L
jrjMj with rjMj the direct sum of

rj copies ofMi. We have to show that the trace map determines the multiplicitiesrj . But
for ei D (0, . . . , 0, 1

i
, 0, . . .),

Trk(eij
P

rjMj ) D ri dimk Mi .

REMARK 8.2. The lemma fails whenk has characteristicp, because the trace map is
identically zero onpM .

An involution of a k-algebraB is ak-linear mapb 7! b�WB ! B such that(ab)� D
b�a� andb�� D b. Note that then1� D 1 and soc� D c for c 2 k.

PROPOSITION8.3. Let k be an algebraically closed field, and let(B, �) be a semisimple
k-algebra with involution. Then(B, �) is isomorphic to a product of pairs of the following
types:
(A) Mn(k)�Mn(k), (a, b)� D (bt , at);
(C) Mn(k), b� D bt ;
(BD) Mn(k), b� D J � bt � J�1, J D � 0 �I

I 0

�
.
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PROOF. The decompositionB D B1 � � � � � Br of B into a product of simple algebras
Bi is unique up to the ordering of the factors (Farb and Dennis 1993, 1.13). Therefore,�
permutes the set ofBi, andB is a product of semisimple algebras with involution each of
which is either (i) simple or (ii) the product of two simple algebras interchanged by�.

Let (B, �) be as in (i). ThenB is isomorphic toMn(k) for somen, and the Noether-
Skolem theorem (CFT, 2.10) shows thatb� D u � bt � u�1 for someu 2 Mn(k). Then
b D b�� D (utu�1)�1b(utu�1) for all b 2 B, and soutu�1 lies in the centrek of Mn(k).
Denote it byc, so thatut D cu. Thenu D ut t D c2u, and soc2 D 1. Therefore,ut D ˙u,
andu is either symmetric or skew-symmetric. Relative to a suitable basis,u is I or J , and
so(B, �) is of type (C) or (BD).

Let (B, �) be as in (ii). Then� is an isomorphism of the opposite of the first factor
onto the second. The Noether-Skolem theorem then shows that(B, �) is isomorphic to
Mn(k)�Mn(k)opp with the involution(a, b) 7! (b, a). Now use thata$ at WMn(k)opp�D
Mn(k) to see that(B, �) is of type (A).

The following is a restatement of the proposition.

PROPOSITION8.4. Let (B, �) andk be as in (8.3). If the only elements of the centre ofB

invariant under� are those ink, then(B, �) is isomorphic to one of the following:
(A) Endk(W )� Endk(W _), (a, b)� D (bt , at);
(C) Endk(W ), b� the transpose ofb with respect to a symmetric bilinear form onW ;
(BD) Endk(W ), b� the transpose ofb with respect to an alternating bilinear form onW .

Symplectic modules and the associated algebraic groups

Let (B, �) be a semisimplek-algebra with involution�, and let(V , ) be asymplectic
(B, �)-module, i.e., aB-moduleV endowed with an alternatingk-bilinear form WV �
V ! k such that

 (bu, v) D  (u, b�v) for all b 2 B, u, v 2 V . (35)

Let F be the centre ofB, and letF0 be the subalgebra of invariants of� in F . Assume
thatB andV are free overF and that for allk-homomorphisms�WF0 ! kal, (B ˝F0,�

kal, �) is of the same type (A), (C), or (BD). This will be the case, for example, ifF is a
field. LetG be the subgroup of GL(V ) such that

G(Q) D fg 2 AutB(V ) j  (gu, gv) D �(g) (u, v) some�(g) 2 k�g,

and let
G 0 D Ker(�) \ Ker(det).

EXAMPLE 8.5. (Type A.) Let F be k � k or a field of degree2 over k, and letB D
EndF (W ) equipped with the involution� defined by a hermitian form61 �WW �W ! F .

61There is a unique involution ofF fixing k, which we again denote�. To say that� is hermitian means
that it isF -linear in one variable and satisfies�(w, v) D �(v,w)�.
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Then(B, �) is of type A. LetV0 be anF -vector space, and let 0 be a skew-hermitian form
V0 � V0! F . The bilinear form onV D W ˝F V0 defined by

 (w ˝ v,w0 ˝ v0) D TrF=k(�(w,w0) 0(v, v0)) (36)

is alternating and satisfies (35): (V , ) is a symplectic(B, �)-module. LetC D EndB(V )

(the centralizer ofB in EndF (V )). ThenC is stable under the involution� defined by ,
and

G(k) D fc 2 C� j cc� 2 k�g (37)

G 0(k) D fc 2 C� j cc� D 1, det(c) D 1g. (38)

In fact,C �D EndF (V0) and� is transposition with respect to 0. Therefore,G is the group
of symplectic similitudes of 0 whose multiplier lies ink, andG 0 is the special unitary
group of 0.

Conversely, let(B, �) be of type A, and assume
(a) the centreF of B is of degree2 overk (soF is a field ork � k);
(b) B is isomorphic to a matrix algebra overF (whenF is a field, this just means that

B is simple and split overF ).
Then I claim that(B, �, V , ) arises as in the last paragraph. To see this, letW be a
simpleB-module — condition (b) implies thatB �D EndF (W ) and that� is defined by a
hermitian form�WW �W ! F . As aB-module,V is a direct sum of copies ofW , and so
V D W ˝F V0 for someF -vector spaceV0. Choose an elementf of F r k whose square
is in k. Thenf � D �f , and

 (v, v0) D TrF=k
�
f ‰(v, v0)

�

for a unique hermitian form‰WV � V ! F (Deligne 1982, 4.6), which has the property
that‰(bv, v0) D ‰(v, b�v0). The form(v, v0) 7! f ‰(v, v0) is skew-hermitian, and can
be62 written f ‰ D � ˝  0 with  0 skew-hermitian onV0. Now  ,�, 0 are related by
(36).

EXAMPLE 8.6. (Type C.) LetB D Endk(W ) equipped with the involution� defined by a
symmetric bilinear form�WW � W ! k. Let V0 be ak-vector space, and let 0 be an
alternating formV0 � V0! k. The bilinear form onV D W ˝ V0 defined by

 (w ˝ v,w0 ˝ v0) D �(w,w0) 0(v, v0)

is alternating and satisfies (35). Let C D EndB(V ). ThenC is stable under the involution
� defined by , andG(k) andG 0(k) are described by the equations (37) and (38). In fact,
C �D Endk(V0) and� is transposition with respect to 0. ThereforeG D GSp(V0, 0) and
G 0 D Sp(V0, 0). Every system(B, �, V , ) with B simple and split overk arises in this
way (cf. 8.5).

62Probably the easiest way to prove things like this is use the correspondence between involutions on
algebras and (skew-)hermitian forms (up to scalars) — see Knus et al. 1998, I 4.2. The involution on EndF (V )

defined by stabilizesC and corresponds to a skew-hermitian form onV0.
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PROPOSITION 8.7. For (B, �) of type A or C, the groupG is reductive (in particular,
connected), andG 0 is semisimple and simply connected.

PROOF. It suffices to prove this after extending the scalars to the algebraic closure ofk.
Then (B, �, V , ) decomposes into quadruples of the types considered in Examples8.5
and8.6, and so the proposition follows from the calculations made there.

REMARK 8.8. AssumeB is simple, and letm be thereduced dimensionof V ,

m D dimF (V )

[BWF]
1
2

.

In case (A),G 0Qal � (SLm)[F0WQ] and in case (C),G 0Qal � (Spm)[F0WQ].

REMARK 8.9. In case (BD), the groupG is not connected (G 0 is a special orthogonal
group) although its identity component is reductive.

Algebras with positive involution

Let C be a semisimpleR-algebra with an involution�, and letV be aC -module. In the next
proposition, by ahermitian form onV we mean a symmetric bilinear form WV �V ! R
satisfying (35)63. Such a form is said to bepositive definiteif  (v, v) > 0 for all nonzero
v 2 V .

PROPOSITION8.10. Let C be a semisimple algebra overR. The following conditions on
an involution� of C are equivalent:

(a) some faithfulC -module admits a positive definite hermitian form;
(b) everyC -module admits a positive definite hermitian form;
(c) TrC=R(c�c) > 0 for all nonzeroc 2 C .

PROOF. (a) H) (b). Let V be a faithfulC -module. Then everyC -module is a direct
summand of a direct sum of copies ofV (see p76). Hence, ifV carries a positive definite
hermitian form, then so does everyC -module.

(b) H) (c). Let V be aC -module with a positive definite hermitian form( j ), and
choose an orthonormal basise1, . . . , en for V . Then

TrR(c�cjV ) DPi(eijc�cei) D
P

i(ceijcei),

which is> 0 unlessc acts as the zero map onV . On applying this remark withV D C ,
we obtain (c).

(c)H) (a). The condition (c) is that the hermitian form(c, c0) 7! TrC=R(c�c0) on C is
positive definite.

DEFINITION 8.11. An involution satisfying the equivalent conditions of (8.10) is said to be
positive.

63Strictly, a hermitian form should be a form�WV � V ! C that isC -linear in one of the variables and
satisfies�(y, x) D �(x, y)�. But then D TrC=R ı� is a symmetric bilinear form satisfying (35), and
(V ,�) 7! (V , ) is an equivalence of categories.
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PROPOSITION8.12. Let B be a semisimpleR-algebra with a positive involution� of type
A or C . Let (V , ) be a symplectic(B, �)-module, and letC be the centralizer ofB
in EndR(V ). Then there exists a homomorphism ofR-algebrashWC ! C , unique up to
conjugation by an elementc of C� with cc� D 1, such that
ı h(z) D h(z)� and
ı u, v 7!  (u, h(i)v) is positive definite and symmetric.

PROOF. To give anh satisfying the conditions amounts to giving an elementJ (D h(i)) of
C such that

J 2 D �1,  (Ju, Jv) D  (u, v),  (v, Jv) > 0 if v 6D 0. (39)

Suppose first that(B, �) is of type A. Then(B, �, V , ) decomposes into systems arising
as in (8.5). Thus, we may supposeB D EndF (W ), V D W ˝ V0, etc., as in (8.5). We
then have to classify theJ 2 C �D EndC(V0) satisfying (39) with  replaced by 0. There
exists a basis(ej ) for V0 such that

( 0(ej , ek))j,k D diag(i, . . . , i
r
,�i, . . . ,�i), i D p�1.

DefineJ by J(ej ) D � 0(ej , ej )ej . ThenJ satisfies the required conditions, and it is
uniquely determined up to conjugation by an element of the unitary group of 0. This
proves the result for type A, and type C is similar. (For more details, see Zink 1983,
3.1).

REMARK 8.13. Let (B, �) and (V , ) be as in the proposition. For anh satisfying the
conditions of the proposition, define

t (b) D TrC(bjV =F 0
h V ), b 2 B.

Then, t is independent of the choice ofh, and in fact depends only on the isomorphism
class of(V , ) as aB-module. Conversely,(V , ) is determined up toB-isomorphism by
its dimension andt . For example, ifV D W ˝C V0, �,  0, etc. are as in the above proof,
then

Trk(bjV ) D r � Trk(bjW ),

andr and dimV0 determine(V0, 0) up to isomorphism. SinceW and� are determined
(up to isomorphism) by the requirement thatW be a simpleB-module and� be a hermitian
form giving� onB, this proves the claim for type A.

PEL data

Let B be a simpleQ-algebra with a positive involution� (meaning that it becomes positive
on B ˝Q R), and let(V , ) be a symplectic(B, �)-module. Throughout this subsection,
we assume that(B, �) is of type A or C.

PROPOSITION8.14. There is a uniqueG(R)-conjugacy classX of homomorphismshWS!
GR such that eachh 2 X defines a complex structure onV (R) that is positive or negative
for  . The pair(G, X) satisfies the conditions SV1–4.
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PROOF. The first statement is an immediate consequence of (8.12). The composite ofh
with G ,! G( ) lies in X( ), and therefore satisfies SV1, SV2, SV4. Ash is nontrivial,
SV3 follows from the fact thatGad is simple.

DEFINITION 8.15. The Shimura data arising in this way are calledsimple PEL data of
type A or C.

The simple refers to the fact that (for simplicity), we requiredB to be simple (which
implies thatGad is simple).

REMARK 8.16. Let b 2 B, and lettb be the tensor(x, y) 7!  (x, by) of V . An element
g of G( ) fixes tb if and only if it commutes withb. Let b1, . . . , bs be a set of generators
for B as aQ-algebra. Then(G, X ) is the Shimura datum of hodge type associated with the
system(V , f , tb1

, . . . , tbs
g).

PEL Shimura varieties

THEOREM8.17. Let(G, X ) be a simple PEL datum of type A or C associated with(B, �, V , )

as in the last subsection, and letK be a compact open subgroup ofG(Af ). ThenShK (G, X)(C)

classifies the isomorphism classes of quadruples(A, s, i, �K) in which
ı A is a complex abelian variety,
ı ˙s is a polarization of the hodge structureH1(A,Q),
ı i is a homomorphismB ! End(A)˝Q, and
ı �K is a K-orbit of B ˝ Af -linear isomorphisms�WV (Af ) ! H 1(A,Q) ˝ Af

sending to anA�
f

-multiple ofs,
satisfying the following condition:

(**) there exists aB-linear isomorphismaWH1(A,Q) ! V sendings to a
Q�-multiple of .

PROOF. In view of the dictionaryb $ tb between endomorphisms and tensors (8.16),
Theorem7.4shows that ShK (G, X)(C) classifies the quadruples(A, i, t, �K) with the ad-
ditional condition thatah 2 X , butah defines a complex structure onV (R) that is positive
or negative for , and so (8.14) shows thatah automatically lies inX .

Let (G, X) be the Shimura datum arising from(B, �) and(V , ). Forh 2 X , we have
a trace map

b 7! Tr(bjV (C)=F 0
h )WB ! C.

Since this map is independent of the choice ofh in X , we denote it by TrX .

REMARK 8.18. Consider a triple(A, s, i, �K) as in the theorem. The existence of the
isomorphisma in (**) implies that

(a) s(bu, v) D s(u, b�v), and
(b) Tr(i(b)jTgt0A) D TrX (b) for all b 2 B ˝ C.

The first is obvious, because has this property, and the second follows from theB-
isomorphisms

Tgt0(A)
(34)�D H1(A,C)=F 0 a�! V (C)=F 0

h .
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We now divide the type A in two, depending on whether the reduced dimension ofV is
even or odd.

PROPOSITION8.19. For types Aeven and C, the condition (**) of Theorem8.17is implied
by conditions (a) and (b) of (8.18).

PROOF. Let W D H1(A,Q). We have to show that there exists aB-linear isomorphism
˛WW ! V sendings to aQ�-multiple of . The existence of� shows thatW has the same
dimension asV , and so there exists aB˝QQal-isomorphism̨ WV (Qal)! W (Qal) sending
t to aQal�-multiple of . For� 2 Gal(Qal=Q) write �˛ D ˛ ı a� with a� 2 G(Qal). Then
� 7! a� is a one-cocycle. If its class inH 1(Q, G) is trivial, say,a� D a�1 � �a, then
˛ ı a�1 is fixed by all� 2 Gal(Qal=Q), and is therefore defined overQ.

Thus, it remains to show that the class of(a�) in H 1(Q, G) is trivial. The existence of
� shows that the image of the class inH 1(Q`, G) is trivial for all finite primes̀ , and (8.13)
shows that its image inH 1(R, G) is trivial, and so the statement follows from the next two
lemmas.

LEMMA 8.20. Let G be a reductive group with simply connected derived group, and let
T D G=Gder. If H 1(Q, T )!Q

l�1H 1(Ql , T ) is injective, then an element ofH 1(Q, G)

that becomes trivial inH 1(Ql , G) for all l is itself trivial.

PROOF. BecauseGder is simply connected,H 1(Ql , Gder) D 0 for l 6D 1 andH 1(Q, Gder)!
H 1(R, Gder) is injective (5.19). Using this, we obtain a commutative diagram with exact
rows

T (Q) ���! H 1(Q, Gder) ���! H 1(Q, G) ���! H 1(Q, T )??y injective

??y
??y injective

??y
G(R) ���! T (R) ���! H 1(R, Gder) ! Q

lH
1(Ql , G) ���! Q

lH
1(Ql , T ).

If an elementc of H 1(Q, G) becomes trivial in allH 1(Ql , G), then a diagram chase shows
that it arises from an elementc0 of H 1(Q, Gder) whose imagec01 in H 1(R, Gder) maps to
the trivial element inH 1(R, G). The image ofG(R) in T (R) containsT (R)C (see5.1),
and the real approximation theorem (5.4) shows thatT (Q) � T (R)C D T (R). Therefore,
there exists at 2 T (Q) whose image inH 1(R, Gder) is c01. Thent 7! c0 in H 1(Q, Gder),
which shows thatc is trivial.

LEMMA 8.21. Let (G, X ) be a simple PEL Shimura datum of type Aeven or C, and let
T D G=Gder. ThenH 1(Q, T )!Q

l�1H 1(Ql , T ) is injective.

PROOF. For G of type Aeven,T D Ker((Gm)F
NmF=k�! (Gm)F0

) � Gm. The group
H 1(Q,Gm) D 0, and the map onH 1’s of the first factor is

F�0 =NmF�!Q
vF
�
0v=NmF�v .

This is injective (CFT, VIII 1.4).
ForG of typeC , T D Gm, and soH 1(Q, T ) D 0.
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PEL modular varieties

Let B be a semisimple algebra overQwith a positive involution�, and let(V , ) be a sym-
plectic (B, �)-module. LetK be a compact open subgroup ofG(Af ). There exists an al-
gebraic varietyMK overC classifying the isomorphism classes of quadruples(A, s, i, �K)

satisfying (a) and (b) of (8.18) (but not necessarily condition (**)), which is called thePEL
modular variety attached to(B, �, V , ). In the simple cases (Aeven) and (C), Proposition
8.17shows thatMK coincides with ShK (G, X ), but in general it is a finite disjoint union
of Shimura varieties.

NOTES. The theory of Shimura varieties of PEL-type is worked out in detail in several
papers of Shimura, for example, Shimura 1963, but in a language somewhat different from
ours. The above account follows Deligne 1971c, ~~5,6. See also Zink 1983 and Kottwitz
1992,~~1–4.
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9 General Shimura varieties

Abelian motives

Let Hod(Q) be the category of polarizable rational hodge structures. It is an abelian subcat-
egory of the category of all rational hodge structures closed under the formation of tensor
products and duals.

Let V be a variety overC whose connected components are abelian varieties, sayV DF
Vi with Vi an abelian variety. Recall64 that for manifoldsM1 andM2,

H r (M1 tM2,Q) �D H r (M1,Q)˚H r (M2,Q).

For each connected componentV ı of V ,

H �(V ı,Q) �DVH 1(V ı,Q) �D HomQ(
V

H1(V
ı,Q),Q)

(see6.4). Therefore,H �(V ,Q) acquires a polarizable hodge structure from that onH1(V ,Q).
We writeH �(V ,Q)(m) for the hodge structureH �(V ,Q)˝Q(m) (see2.6).

Let (W, h) be a rational Hodge structure. An endomorphisme of (W, h) is anidempo-
tent if e2 D e. Then

(W, h) D Im(e)˚ Im(1� e)

(direct sum of rational hodge structures).
An abelian motiveoverC is a triple(V , e, m) in which V is a variety overC whose

connected components are abelian varieties,e is an idempotent in End(H �(V ,Q)), and
m 2 Z. For example, letA be an abelian variety; then the projection

H �(A,Q)! H i(A,Q) � H �(A,Q)

is an idempotentei, and we denote(A, ei, 0) by hi(A).
Define Hom((V , e, m), (V 0, e0, m0)) to be the set of mapsH �(V ,Q)! H �(V 0,Q) of

the forme0ıf ıe with f a homomorphismH �(V ,Q)! H �(V 0,Q) of degreed D m0�m.
Moreover, define

(V , e, m)˚ (V 0, e0, m) D (V t V 0, e ˚ e0, m)

(V , e, m)˝ (V 0, e0, m) D (V � V 0, e ˝ e0, mCm0)

(V , e, m)_ D (V , et , d �m) if V is purelyd -dimensional.

For an abelian motive(V , e, m) overC, letH(V , e, m) D eH �(V ,Q)(m). Then(V , e, m) 7!
H(V , e, m) is a functor from the category of abelian motivesAM to Hod(Q) commuting
with ˚, ˝, and_. We say that a rational hodge structure isabelian if it is in the essen-
tial image of this functor, i.e., if it is isomorphic toH(V , e, m) for some abelian motive
(V , e, m). Every abelian hodge structure is polarizable.

64The set of singular simplexes inM is the disjoint union of the similar sets forM1 andM2. Therefore,
the complex of singular cochains forM is the direct sum of the similar complexes forM1 andM2.
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PROPOSITION 9.1. Let Hodab(Q) be the full subcategory ofHod(Q) of abelian hodge
structures. ThenHodab(Q) is the smallest strictly full subcategory ofHod(Q) contain-
ing H1(A,Q) for each abelian varietyA and closed under the formation of direct sums,
subquotients, duals, and tensor products; moreover,H WAM! Hodab(Q) is an equivalence
of categories.

PROOF. Straightforward from the definitions.

For a description of the essential image ofH , see Milne 1994, 1.27.

Shimura varieties of abelian type

Recall (~6) that a symplectic space(V , ) overQ defines a connected Shimura datum
(S( ), X( )C) with S( ) D Sp( ) andX( )C the set of complex structures onV (R), ).

DEFINITION 9.2. (a) A connected Shimura datum(H, XC) with H simple is ofprimitive
abelian typeif there exists a symplectic space(V , ) and an injective homomorphism
H ! S( ) carryingXC into X( )C.

(b) A connected Shimura datum(H, XC) is of abelian typeif there exist pairs(Hi, XCi )

of primitive abelian type and an isogeny
Q

i Hi ! H carrying
Q

i XCi into X .
(b) A Shimura datum(G, X ) is of abelian typeif (Gder, XC) is of abelian type.
(c) The (connected) Shimura variety attached to a (connected) Shimura datum of abelian

type is said to be ofabelian type.

PROPOSITION9.3. Let (G, X) be a Shimura datum, and assume
(a) the weightwX is rational SV4 andZ(G)ı splits over a CM-field SV6, and
(b) there exists a homomorphism�WG ! Gm such that� ı wX D �2.

If G is of abelian type, then(V , h ı �) is an abelian hodge structure for all representations
(V , �) of G and all h 2 X ; conversely, if there exists a faithful representation� of G such
that (V , h ı �) is an abelian hodge structure for allh, then(G, X ) is of abelian type.

PROOF. See Milne 1994, 3.12.

Let (G, X ) be a Shimura datum of abelian type satisfying (a) and (b) of the proposition,
and let�WG ! GL(V ) be a faithful representation ofG. Assume that there exists a pairing
 WV � V ! Q such that

(a) g D �(g)m for all g 2 G,
(b)  is a polarization of(V , h ı �) for all h 2 X .

There exist multilinear mapsti WV � � � � � V ! Q(ri), 1 � i � n, such thatG is the
subgroup of GL(V ) whose elements satisfy (a) and fixt1, . . . tn (cf. 7.2).

THEOREM 9.4. With the above notations,Sh(G, X ) classifies the isomorphism classes of
triples (A, (si)0�i�n, �K) in which
ı A is an abelian motive,
ı ˙s0 is a polarization for the rational hodge structureH(A),

ı s1, . . . , sn are tensors forA, and
ı �K is a K-orbit ofAf -linear isomorphismsV (Af )! Vf (A) sending to anA�

f
-

multiple ofs0 and eachti to si,
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satisfying the following condition:

(**) there exists an isomorphismaWH(A) ! V sendings0 to aQ�-multiple
of , eachsi to ti, andh onto an element ofX.

PROOF. With A replaced by a hodge structure, this can be proved by an elementary argu-
ment (cf.6.3, 7.3), but (9.3) shows that the hodge structures arising are abelian, and so can
be replaced by abelian motives (9.1). For more details, see Milne 1994, Theorem 3.31.

Classification of Shimura varieties of abelian type

Deligne (1979) classifies the connected Shimura data of abelian type. Let(G, XC) be a
connected Shimura datum withG simple. If Gad is of type A, B, or C, then(G, XC) is
of abelian type. IfGad is of type E6 or E7, then(G, XC) is not of abelian type. IfGad is
of typeD, (G, XC) may or may not be of abelian type. There are two problems that may
arise.

(a) Let G be the universal covering group ofGad. There may exist homomorphisms
(G, XC) ! (S( ), X( )C) but no injective such homomorphism, i.e., there may be a
nonzero finite algebraic subgroupN � G that is in the kernel of all homomorphisms
G ! S( ) sendingXC into X( )C. Then(G=N 0, XC) is of abelian type for allN 0 � N ,
but (G, XC) is not of abelian type.

(b) There may not exist a homomorphismG ! S( ) at all.
This last problem arises for the following reason. Even whenGad is Q-simple, it may
decompose into a product of simple groupG

ad

R D G1� � � ��Gr overR. For eachi, Gi has
a dynkin diagram of the shape shown below:

?

©©©©©
˛n�1

Dn(1): ¤ ı � � � ı (n � 4)
˛1 ˛2 ˛n�2

HHHHH?
˛n

ı
©©©©©

˛n�1
Dn(n): ? ı � � � ı (n � 4)

˛1 ˛2 ˛n�2
HHHHH¤

˛n

Dn(n�1): Same asDn(n) by with˛n�1 and˛n interchanged (rotation about the horizontal
axis).

Nodes marked by squares are special (p21), and nodes marked by stars correspond to
symplectic representations. The number in parenthesis indicates the position of the special
node. As is explained in~1, the projection ofXC to a conjugacy class of homomorphisms
S! Gi corresponds to a node marked with a¤. SinceXC is defined overR, the nodes can
be chosen independently for eachi. On the other hand, the representationsGiR ! S( )R
correspond to nodes marked with a�. Note that the� has to be at the opposite end of the
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diagram from the¤. In order for a family of representationsGiR! S( )R, 1 � i � r , to
arise from a symplectic representation overQ, the�’s must be all in the same position since
a galois group must permute the dynkin diagrams of theGi. Clearly, this is impossible if
the¤’s occur at different ends. (See Deligne 1979, 2.3, for more details.)

Shimura varieties not of abelian type

It is hoped (Deligne 1979, p248) that all Shimura varieties with rational weight classify
isomorphism classes of motives with additional structure, but this is not known for those
not of abelian type. More precisely, from the choice of a rational representation�WG !
GL(V ), we obtain a family of hodge structuresh ı �R on V indexed byX . When the
weight of(G, X) is defined overQ, it is hoped that these hodge structures always occur (in
a natural way) in the cohomology of algebraic varieties. When the weight of(G, X) is not
defined overQ they obviously can not.

Example: simple Shimura varieties of typeA1

Let (G, X) be the Shimura datum attached to aB be a quaternion algebra over a totally
real fieldF , as in (5.24). With the notations of that example,

G(R) �Qv2Ic
H� �Qv2Inc

GL2(R).

(a) If B DM2(F), then(G, X ) is of PEL-type, and ShK (G, X ) classifies isomorphism
classes of quadruples(A, i, t, �K) in whichA is an abelian variety of dimensiond D [F WQ]

andi is a homomorphism homomorphismiWF ! End(A) ˝ Q. These Shimura varieties
are calledHilbert (or Hilbert-Blumenthal) varieties, and whole books have been written
about them.

(b) If B is a division algebra, butIc D ;, then (G, X) is again of PEL-type, and
ShK (G, X) classifies isomorphism classes of quadruples(A, i, t, �K) in which A is an
abelian variety of dimension2[F WQ] andi is a homomorphismiWB ! End(A) ˝ Q. In
this case, the varieties are projective. These varieties have also been extensively studied.

(c) If B is a division algebra andIc 6D ;, then(G, X) is of abelian type, but the weight is
not defined overQ. OverR, the weight mapwX sendsa 2 R to the element of(F˝R)� �DQ
vWF!RR with component1 for v 2 Ic and componenta for v 2 Inc. Let T be the torus

overQ with T (Q) D F�. ThenwX WGm ! TR is defined over the subfieldL of Q
whose fixed group is the subgroup of Gal(Q=Q) stabilizingIc � Ic t Inc. On choosing a
rational representation ofG, we find that ShK (G, X) classifies certain isomorphism classes
of hodge structures with additional structure, but the hodge structures are not motivic —
they do not arise in the cohomology of algebraic varieties (they are not rational hodge
structures).65

65Summary: MV=modular variety; SV=shimura variety;Q=rational weight.
fSV of abelian typeg � fSVg

[ [
fPEL SVg � fSV of hodge typeg � fSV of abelian type,Qg � fSV,Qg
[

fPEL MV simple type A,Cg � fPEL MVg
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10 Complex multiplication: the Shimura-Taniyama for-
mula

Where we are headed

Let V be a variety overQ. For any� 2 Gal(Qal=Q) andP 2 V (Qal), the point�P 2
V (Qal). For example, ifV is the subvariety ofAn defined by equations

f (X1, . . . , Xn) D 0, f 2 Q[X1, . . . , Xn],

then
f (a1, . . . , an) D 0 H) f (�a1, . . . , �an) D 0

(apply� to the first equality). Therefore, if we have a varietyV overQal that we suspect is
actually defined overQ, then we should be able to describe an action of Gal(Qal=Q) on its
pointsV (Qal).

Let E be a number field contained inC, and let Aut(C=E) denote the group of automor-
phisms ofC (as an abstract field) fixing the elements ofE. Then a similar remark applies:
if a varietyV overC is defined by equations with coefficients inE, then Aut(C=E) will
act onV (C). Now, I claim that all Shimura varieties are defined (in a natural way) over
specific number fields, and so I should be able to describe an action of a big subgroup of
Aut(C=Q) on their points. If, for example, the Shimura variety is of hodge type, then there
is a setMK whose elements are abelian varieties plus additional data and a map

(A, . . .) 7! P(A, . . .)WMK ! ShK (G, X )(C)

whose fibres are the isomorphism classes inMK . On applying� 2 Aut(C=Q) to the
coefficients of the polynomials definingA, . . ., we get a new triple(�A, . . .) which may
or may not lie inMK . When it does we define�P(A, . . .) to beP(�A, . . .). Our task
will be to show that, for some specific fieldE, this does give an action of Aut(C=E) on
ShK (G, X) and that the action does arise from a model of ShK (G, X ) overE.

For example, forP 2 �(1)nH1, �P is the point such thatj(�P) D � (j(P)). If j were
a polynomial with coefficients inZ (rather than a power series with coefficients inZ), we
would havej(�P) D �j(P) with the obvious meaning of�P , but this is definitely false (if
� is not complex conjugation, then it is not continuous, nor even measurable).

You may complain that our description of the action of Aut(C=E) on Sh(G, X)(C)

is not explicit, but I contend that there can not exist a completely explicit description of
the action. What are the elements of Aut(C=E)? To construct them, we can choose a
transcendence basisB for C over E, choose a permutation of the elements ofB, and
extend the resulting automorphism ofQ(B) to its algebraic closureC. But proving the
existence of transcendence bases requires the axiom of choice (e.g., FT, 8.13), and so we
can have no explicit description of, or way of naming, the elements of Aut(C=E), and
hence no completely explicit description of the action is possible.

However, all is not lost. Abelian class field theory names the elements of Gal(Eab=E),
whereEab is a maximal abelian extension ofE. Thus, if we suspect that a pointP has
coordinates inEab, the action of Aut(C=E) on it will factor through Gal(Eab=E), and we
may hope to be able to describe the action of Aut(C=E) explicitly. This the theory of
complex multiplication allows us to do for certain special pointsP .
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Review of abelian varieties

The theory of abelian varieties is very similar to that of elliptic curves — just replaceE

with A, 1 with g (the dimension ofA), and, wheneverE occurs twice, replace one copy
with the dualA_ of A.

Thus, for anym not divisible by the characteristic of the ground fieldk,

A(kal)m � (Z=mZ)2g. (40)

HereA(kal)m consists of the elements ofA(kal) killed by m. Hence, for̀ 6D char(k),

T`A
dfD lim �A(kal)`n

is a freeZ`-module of rank2g, and

V`(A)
dfD T`A˝Z` Q`

is aQ`-vector space of dimension2g. In characteristic zero, we set

TfA DQT`A D lim �
m

A(kal)m,

VfA D Tf ˝Z Q D
Q

(V`AWT`A) (restricted topological product).

They are, respectively, a freeOZ-module of rank2g and a freeAf -module of rank2g. The
galois group Gal(kal=k) acts continuously on these modules.

For an endomorphisma of an abelian varietyA, there is a unique monic polynomial
Pa(T ) with integer coefficients (thecharacteristic polynomial ofa) such thatjPa(n)j D
deg(a� n) for all n 2 Z. Moreover,Pa is the characteristic polynomial ofa acting onV`A

(` 6D char(k)).
For an abelian varietyA over a fieldk, the tangent space Tgt0(A) to A at 0 is a vector

space overk of dimensiong. As we noted in~6, whenk D C, the exponential map defines
a surjective homomorphism Tgt0(A)! A(C) whose kernel is a latticeƒ in Tgt0(A). Thus
A(C)m �D 1

m
ƒ=ƒ �D ƒ=mƒ, and

T`A �D ƒ˝Z Z`, V`A �D ƒ˝Z Q`, TfA D ƒ˝Z OZ, VfA D ƒ˝Z Af . (41)

An endomorphisma of A defines aC-linear endomorphism(da)0 D ˛ of Tgt0(A) such
that˛(ƒ) � ƒ (see6.5), andPa(T ) is the characteristic polynomial of̨onƒ.

For abelian varietiesA, B, Hom(A, B) is a torsion freeZ-module of finite rank. We let
AV(k) denote the category of abelian varieties and homomorphisms overk andAV0(k) the
category with the same objects but with

HomAV0(k)(A, B) D Hom0(A, B) D HomAV(k)(A, B)˝Q.

An isogenyof abelian varieties is a surjective homomorphism with finite kernel. A homo-
morphism of abelian varieties is an isogeny if and only if it becomes an isomorphism in the
categoryAV0. Two abelian varieties are said to beisogenousif there is an isogeny from
one to the other — this is an equivalence relation.
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An abelian varietyA over a fieldk is simple if it contains no nonzero proper abelian
subvariety. Every abelian variety is isogenous to a product of simple abelian varieties. IfA

andB are simple, then every nonzero homomorphism fromA to B is an isogeny. It follows
that End0(A) is a division algebra whenA is simple and a semisimple algebra in general.

NOTES. For a detailed account of abelian varieties over algebraically closed fields, see
Mumford 1970, and for a summary over arbitrary fields, see Milne 1986.

CM fields

A number fieldE is aCM (or complex multiplication) field if it is a quadratic totally imag-
inary extension of a totally real fieldF . Let a 7! a� denote the nontrivial automorphism
of E fixing F . Then�(a�) D �(a) for every�WE ,! C. We have the following picture:

E ˝Q R � C� � � � � C
j j

F ˝Q R � R� � � � � R
(42)

The involution� is positive (in the sense of8.11), because we can compute TrE˝QR=F˝QR(b�b)

on each factor on the right, where it becomes TrC=R(zz) D 2jzj2 > 0. Thus, we are in the
PEL situation considered in~8.

Let E be a CM-field with largest real subfieldF . Each embedding ofF into R will
extend to two conjugate embeddings ofE into C. A CM-typeˆ for E is a choice of one
element from each conjugate pairf','g. In other words, it is a subset̂ � Hom(E,C)

such that
Hom(E,C) D ˆ tˆ (disjoint union,̂ D f' j ' 2 ˆg).

BecauseE is quadratic overF , E D F[˛] with ˛ a root of a polynomialX 2CaX Cb.
On completing the square, we obtain an˛ such that̨ 2 2 F�. Then˛� D �˛. Such an
element̨ of E is said to betotally imaginary (its image inC under every embedding is
purely imaginary).

Abelian varieties of CM-type

Let E be a CM-field of degree2g overQ. Let A be an abelian variety of dimensiong over
C, and leti be a homomorphismE ! End0(A). If

Tr(i(a) j Tgt0(A)) DP'2ˆ'(a), all a 2 E, (43)

for some CM-typê of E, then(A, i) is said to be ofCM-type(E,ˆ).

REMARK 10.1. (a) In fact,(A, i) will always be of CM-type for somê . Recall (p71) that
A(C) �D Tgt0(A)=ƒ with ƒ a lattice in Tgt0(A) (soƒ˝ R �D Tgt0(A)). Moreover,

ƒ˝Q �D H1(A,Q)

ƒ˝ R �D H1(A,R),�D Tgt0(A)

ƒ˝ C D H1(A,C) �D H�1,0 ˚H 0,�1 �D Tgt0(A)˚ Tgt0(A).
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Now H1(A,Q) is a one-dimensional vector space overE, and soH1(A,C) �DL'WE!CC'
whereC' denotes a1-dimensional vector space withE acting through'. If ' occurs in
Tgt0(A), then' occurs inTgt0(A), and so Tgt0(A) �DL'2ˆC' with ˆ a CM-type forE.

(b) A field E of degree2g overQ acting on a complex abelian varietyA of dimension
g need not be be CM unlessA is simple.

Let ˆ be a CM-type onE, and letCˆ be a direct sum of copies ofC indexed bŷ .
Denote bŷ again the homomorphismOE ! Cˆ, a 7! ('a)'2ˆ.

PROPOSITION10.2. The imagê (OE) ofOE inCˆ is a lattice, and the quotientCˆ=ˆ(OE)

is an abelian varietyAˆ of CM-type(E,ˆ) for the natural homomorphismiˆWE !
End0(Aˆ). Any other pair(A, i) of CM-type(E,ˆ) is E-isogenous to(Aˆ, iˆ).

PROOF. We have

OE ˝Z R �D OE ˝Z Q˝Q R �D E ˝Q R
e˝r 7!(...,r �'e,...)����������!�D

Cˆ,

and sô (OE) is a lattice inCˆ.
To show that the quotient is an abelian variety, we have to exhibit a riemann form (6.7).

Let ˛ be a totally imaginary element ofE. The weak approximation theorem allows us to
choosę so that=('˛) > 0 for ' 2 ˆ, and we can multiply it by an integer (inN) to make
it an algebraic integer. Define

 (u, v) D TrE=Q(˛uv�), u, v 2 OE.

Then (u, v) 2 Z. The remaining properties can be checked on the right of (42). Here 
takes the form DP'2ˆ ', where

 '(u, v) D TrC=R(˛' � u � v), ˛' D '(˛), u, v 2 C.

Becausę is totally imaginary,

 '(u, v) D ˛'(uv � uv) 2 R,

from which it follows that '(u, u) D 0,  '(iu, iv) D  '(u, v), and '(u, iu) > 0 for
u 6D 0. Thus, is a riemann form andAˆ is an abelian variety.

An element̨ 2 OE acts onCˆ as muliplication bŷ (˛). This preserveŝ (OE),
and so defines a homomorphismOE ! End(Aˆ). On tensoring this withQ, we ob-
tain the homomorphismiˆ. The mapCˆ ! Cˆ=ˆ(OE) defines an isomorphismCˆ D
Tgt0(Cˆ) ! Tgt0(Aˆ) compatible with the actions ofE. Therefore,(Aˆ, iˆ) is of CM-
type(E,ˆ).

Finally, let (A, i) be of CM-type(E,ˆ). The condition (43) means that Tgt0(A) is
isomorphic toCˆ as anE ˝Q C-module. Therefore,A(C) is a quotient ofCˆ by a lattice
ƒ such thatQƒ is stable under the action ofE onCˆ given byˆ (see6.7 et seq.). This
implies thatQƒ D ˆ(E), and soƒ D ˆ(ƒ0) whereƒ0 is a lattice inE. Now,Nƒ0 � OE

for someN , and we haveE-isogenies

Cˆ=ƒ
N! Cˆ=Nƒ Cˆ=ˆ(OE).
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PROPOSITION10.3. Let (A, i) be an abelian variety of CM-type(E,ˆ) overC. Then
(A, i) has a model overQal, uniquely determined up to isomorphism.

PROOF. Let k � � be algebraically closed fields of characteristic zero. For an abelian
variety A over k, the torsion points inA(k) are zariski dense, and the map on torsion
pointsA(k)tors ! A(�)tors is bijective (see (40)), and so every regular mapA� ! W�

(W a variety overk) is fixed by the automorphisms of�=k and is therefore defined overk

(AG 14.7; see also13.1below). It follows thatA 7! A�WAV(k)! AV(�) is fully faithful.
It remains to show that every abelian variety(A, i) of CM-type overC arises from a pair

overQal. The polynomials definingA andi have coefficients in some subringR ofC that is
finitely generated overQal. According to the Hilbert Nullstellensatz, a maximal idealm of
R will have residue fieldQal, and the reduction of(A, i) modm is called aspecializationof
(A, i). Any specialization(A0, i 0) of (A, i) to a pair overQal with A0 nonsingular will still
be of CM-type(E,ˆ), and therefore (see10.2) there exists an isogeny(A0, i 0)C ! (A, i).
The kernelH of this isogeny is a subgroup ofA0(C)tors D A0(Qal)tors, and(A0=H, i) will
be a model of(A, i) overQal.

REMARK 10.4. The proposition implies that, in order for an elliptic curveA overC to be
of CM-type, itsj -invariant must be algebraic.66

Let A be an abelian variety of dimensiong over a subfieldk of C, and letiWE !
End0(A) be a homomorphism withE a CM-field of degree2g. Then Tgt0(A) is a k-
vector space of dimensiong on whichE actsk-linearly, and, providedk is large enough to
contain all conjugates ofE, it will decompose into one-dimensionalk-subspaces indexed
by a subset̂ of Hom(E, k). When we identifŷ with a subset of Hom(E,C), it becomes
a CM-type, and we again say(A, i) is of CM-type(E,ˆ).

Let A be an abelian variety over a number fieldK. We say thatA hasgood reduction
at P if it extends to an abelian scheme overOK,P, i.e., a smooth proper scheme overOK,P

with a group structure. In down-to-earth terms this means the following: embedA as a
closed subvariety of some projective spacePnK ; for each polynomialP(X0, . . . , Xn) in the
homogeneous ideala definingA � Pn

K , multiply P by an element ofK so that it (just)
lies inOK,P[X0, . . . , Xn] and letP denote the reduction ofP moduloP; theP ’s obtained
in this fashion generate a homogeneousa ideal in k[X0, . . . , Xn] wherek D OK=P; the
abelian varietyA has good reduction atP if it is possible to choose the projective embed-
ding of A so that the zero set ofa is an abelian varietyA over k. ThenA is calledthe
reduction ofA at P. It can be shown that, up to a canonical isomorphism,A is indepen-
dent of all choices. For̀ 6D char(k), V`(A) �D V`(A). There is an injective homorphism
End(A)! End(A) compatible withV`(A) �D V`(A) (both are reduction maps).

66Consider the curve

E W Y 2 C (j � 1728)X Y D X 3 � 36(j � 1728)2X � (j � 1728)3

wherej 2 C is transcendental. SpecializingE toQal amounts to replacingj with an algebraic number, say,
j 0, in the equation. SinceE hasj -invariantj , and the specialized curveE0 hasj -invariantj 0, we see that
E0C is not isomorphic toE.
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PROPOSITION10.5. Let (A, i) be an abelian variety of CM-type(E,ˆ) over a number
field K � C, and letP be a prime ideal inOK . Then, after possibly replacingK by a
finite extension,A will have good reduction atP.

PROOF. We use the Ńeron (alias, Ogg-Shafarevich) criterion (Serre and Tate 1968, Theo-
rem 1):

an abelian variety over a number fieldK has good reduction atP if for some
prime` 6D char(OK=P), the inertia groupI atP acts trivially onT`A.

In our case,V`A is a freeE ˝Q Q`-module of rank1 becauseH1(AC,Q) is a one-
dimensional vector space overE and V`A �D H1(AC,Q) ˝ Q` (see (41)). Therefore,
E ˝Q Q` is its own centralizer in EndQ`(V`A) and the representation of Gal(Qal=Q) on
V`A has image in(E˝Q`)�, and, in fact, in a compact subgroup of(E˝Q`)�. But such
a subgroup will have a pro-` subgroup of finite index. SinceI has a pro-p subgroup of
finite index (ANT, 7.5), this shows that image ofI is finite. AfterK has been replaced by
a finite extension, the image ofI will be trivial, and Ńeron’s criterion applies.

Abelian varieties over a finite field

Let F be an algebraic closure of the fieldFp of p-elements, and letFq be the subfield ofF
with q D pm elements. An elementa of F lies inFq if and only if aq D a. Recall that, in
characteristicp, (X C Y )p D Xp C Y p. Therefore, iff (X1, . . . , Xn) has coefficients in
Fq, then

f (X1, . . . , Xn)q D f (X
q
1 , . . . , X q

n ), f (a1, . . . , an)q D f (a
q
1, . . . , aq

n), ai 2 F.

In particular,

f (a1, . . . , an) D 0 H) f (a
q
1, . . . , aq

n) D 0, ai 2 F.

PROPOSITION10.6. There is a unique way to attach to every varietyV overFq a regular
map�V WV ! V such that

(a) for any regular map̨ WV ! W , ˛ ı �V D �W ı ˛;
(b) �An is the map(a1, . . . , an) 7! (a

q
1, . . . , a

q
n).

PROOF. For an affine varietyV D SpecmA, define�V be the map corresponding to the
Fq-homomorphismx 7! xqWA! A. The rest of the proof is straightforward.

The map�V is called theFrobenius map ofV .

THEOREM 10.7 (WEIL 1948). For an abelian varietyA over Fq, End0(A) is a finite-
dimensional semisimpleQ-algebra with�A in its centre. For every embedding�WQ[�A]!
C, j�(�A)j D q

1
2 .

PROOF. See, for example, Milne 1986, 19.1.
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If A is simple,Q[�A] is a field (p89), and�A is an algebraic integer in it (p89). An
algebraic integer� such thatj�(�)j D q

1
2 for all embeddings�WQ[� ]! C is called aWeil

q-integer(formerly, Weilq-number).
For a Weilq-integer� ,

�(�) � �(�) D q D �(�) � �(q=�), all �WQ[� ]! C,

and so�(q=�) D �(�). It follows that the field�(Q[�]) is stable under complex con-
jugation and that the automorphism ofQ[� ] induced by complex conjugation sends� to
q=� and is independent of�. This implies thatQ[� ] is a CM-field (the typical case),Q, or
Q[
p

p].

LEMMA 10.8. Let � and� 0 be Weilq-integers lying in the same fieldE. If ordv(�) D
ordv(� 0) for all vjp, then� 0 D �� for some root of1 in E.

PROOF. As noted above, there is an automorphism ofQ[� ] sending� to q=� . Therefore
q=� is also an algebraic integer, and so ordv(�) D 0 for every finitev - p. Since the same
is true for� 0, we find thatj�jv D j� 0jv for all v. Hence�=� 0 is a unit inOE such that
j�=� 0jv D 1 for all vj1. But in the course of proving the unit theorem, one shows that
such a unit has to be root of1 (ANT, 5.6).

The Shimura-Taniyama formula.

LEMMA 10.9. Let (A, i) be an abelian variety of CM-type(E,ˆ) over a number field
k � C having good reduction atP � Ok to (A, {) overOk=P D Fq. Then the Frobenius
map�A of A lies in {(E).

PROOF. Let � D �A. It suffices to check that� lies in {(E) after tensoring67 with Q`. As
we saw in the proof of (10.5), V`A is a freeE˝QQ`-module of rank1. It follows thatV`A
is also a freeE ˝Q Q`-module of rank1 (via {). Therefore, any endomorphism ofV`A

commuting with the action ofE ˝Q` will lie in E ˝Q`.
Thus, from(A, i) and a primeP of k at whichA has good reduction, we get a Weil

q-integer� 2 E.

THEOREM 10.10(SHIMURA -TANIYAMA ). 68In the situation of the lemma, assume thatk

is galois overQ and contains all conjugates ofE. Then for all primesv of E dividingp,

ordv(�)

ordv(q)
D jˆ \Hvj
jHvj

(44)

whereHv D f�WE ! k j ��1(P) D pvg andjS j denotes the order of a setS .

67Let W be a subspace of ak-vector spaceV , and letR be a ring containingk. Then (R˝k W )\V D W

(intersection insideV ). To see this, note that an elementv of V lies in W if and only if f (v) D 0 for all
f 2 (V =W )_, and thatf (v) is zero if and only if it is zero inR.

68The first statement of this result that I know of (in slightly weaker form) is in Weil’s conference talk
(Weil 1956b, p21), where he writes “[For this] it is enough to determine the prime ideal decomposition of
� ...But this has been done by Taniyama” (italics in original).
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REMARK 10.11. (a) According to (10.8), the theorem determines� up to a root of1. Note
that the formula depends only on(E,ˆ). It is possible to see directly that different pairs
(A, i) overk of CM-type(E,ˆ) can give different Frobenius elements, but they will differ
only by a root of1.69

(b) Let� denote complex conjugation onQ[� ]. Then��� D q, and so

ordv(�)C ordv(�
�) D ordv(q). (45)

Moreover,
ordv(�

�) D ordv�(�)

and
ˆ \Hv� D ˆ \Hv.

Therefore, (44) is consistent with (45):

ordv(�)

ordv(q)
C ordv(��)

ordv(q)

(44)D jˆ \Hvj C jˆ \Hv�j
jHvj

D j(ˆ [ˆ) \Hvj
jHvj

D 1.

In fact, (44) is the only obvious formula for ordv(�) consistent with (45), which is probably
a more convincing argument for its validity than the proof sketched below.

TheOE-structure of the tangent space

Let R be a Dedekind domain. Any finitely generated torsionR-moduleM can be written
as a direct sum

L
i R=p

ri

i with eachpi an ideal inR, and the set of pairs(pi, ri) is uniquely
determined byM . Define70 jM jR D

Q
p
ri

i . For example, forR D Z, M is a finite abelian
group andjM jZ is the ideal inZ generated by the order ofM .

For Dedekind domainsR � S with S finite overR, there is a norm homomorphism
sending fractional ideals ofS to fractional ideals ofR (ANT, p58). It is compatible with
norms of elements, and

Nm(P) D pf (P=p), P prime,p D P \R

Clearly,
jS=AjR D Nm(A) (46)

since this is true for prime ideals, and both sides are multiplicative.

PROPOSITION10.12. Let A be an abelian variety of dimensiong overFq, and leti be a
homomorphism from the ring of integersOE of a fieldE of degree2g overQ into End(A).
Then

jTgt0 AjOE
D (�A).

PROOF. Omitted (for a scheme-theoretic proof, see Giraud 1968, Théor̀eme 1).

69Let � 0 arise from second model(A0, i0). Then(A0, i0) will becomeE-isogenous to(A, i) over a finite
extensionk 0 of k (see10.2), from which it follows that�f D � 0f for f the degree of the residue field
extension.

70Better, the first statement shows that theK-group of the category of finitely generated torsionR-modules
is canonically isomorphic to the group of fractional ideals ofR, and sojM jR denotes the class ofM in the
K-group.
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Sketch of the proof the Shimura-Taniyama formula

We return to the situation of the Theorem10.10. After replacingA with an isogenous
variety, we may assumei(OE) � End(A). By assumption, there exists an abelian scheme
A overOk,P with generic fibreA and special fibre an abelian varietyA. BecauseA is
smooth overOk,P, the relative tangent space ofA=Ok,P is a freeOk,P-moduleT of rank
g endowed with an action ofOE such that

T ˝Ok,P
k D Tgt0(A), T ˝Ok,P

Ok,P=P D Tgt0(A).

Therefore,
(�)

10.12D
ˇ̌
Tgt0 A

ˇ̌
OE
D
ˇ̌
T ˝Ok,P

(Ok,P=P)
ˇ̌
OE

. (47)

For simplicity, assume71 that(p) Ddf P\Z is unramified inE. Then the isomorphism
of E-modules

T ˝Ok,P
k � kˆ

induces an isomorphism ofOE-modules

T � Oˆk,P (48)

In other words,T is a direct sum of copies ofOk,P indexed by the elements of̂, andOE

acts on the' th copy through the map

OE

'�! Ok � Ok,P.

AsOk=P �D Ok,P=P (ANT, 3.11), the contribution of the' th copy to(�) in (47) is

jOk=PjOE

(46)D '�1(Nmk='E P).

Thus,
(�) DQ'2ˆ'

�1(Nmk='E P). (49)

It is only an exercise to derive (44) from (49).

NOTES. The original formulation of the Shimura-Taniyama theorem is in fact (49). It
is proved in Shimura and Taniyama 1961, III.13, in the unramified case using spaces of
differentials rather than tangent spaces. The proof sketched above is given in detail in
Giraud 1968, and there is a proof usingp-divisible groups in Tate 1969,~5. See also
Serre 1968, pII-28.

71This, in fact, is the only case we need, because it suffices for the proof of the main theorem in~10, which
in turn implies the Shimura-Taniyama formula.
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11 Complex multiplication: the main theorem

Review of class field theory

Classical class field theory classifies the abelian extensions of a number fieldE, i.e., the
galois extensionsL=E such Gal(L=E) is commutative. LetEab be the composite of all
the finite abelian extensions ofE inside some fixed algebraic closureEal of E. ThenEab

is an infinite galois extension ofE.
According to class field theory, there exists a continuous surjective homomorphism (the

reciprocityor Artin map)

recEWA�E ! Gal(Eab=E)

such that, for every finite extensionL of E contained inEab, recE gives rise to a commu-
tative diagram

E�nA�E
recE���!
onto

Gal(Eab=E)
??y

??y� 7!� jL

E�nA�E=NmL=E(A�L)
recL=E���!�D Gal(L=E).

It is determined by the following two properties:
(a) recL=E(u) D 1 for everyu D (uv) 2 A�E such that

i) if v is unramified inL, thenuv is a unit,
ii) if v is ramified inL, thenuv is sufficiently close to1 (depending only onL=E),

and
iii) if v is real but becomes complex inL, thenuv > 0.

(b) For every primev of E unramified inL, the id̀ele

˛ D (1, . . . , 1,�
v
, 1, . . .), � a prime element ofOEv ,

maps to the Frobenius element(v, L=E) 2 Gal(L=E).
Recall that ifP is a prime ideal ofL lying overpv, then(v, L=E) is the automorphism of
L=E fixing P and acting asx 7! x(OE Wpv) onOL=P.

To see that there is at most one map satisfying these conditions, let˛ 2 A�E, and use
the weak approximation theorem to choose ana 2 E� that is close tǫ v for all primesv
that ramify inL or become complex. Then̨D auˇ with u an id̀ele as in (a) anď a finite
product of id̀eles as in (b). Now recL=E(˛) D recL=E(ˇ), which can be computed using
(b).

Note that, because Gal(Eab=E) is totally disconnected, the identity component ofE�nA�E
is contained in the kernel of recE. In particular, the identity component of

Q
vj1E�v is con-

tained in the kernel, and so, whenE is totally imaginary, recE factors throughE�nA�
E,f

.
For E D Q, the reciprocity map factors throughQ�nf˙g � A�

f
, and every element in

this quotient is uniquely represented by an element ofOZ� � A�
f

. In this case, we get the
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diagram
OZ� recQ���!�D Gal(Qab=Q)

S
Q[�N ]

??y
??yrestrict

(Z=NZ)�
[a]7!(�N 7!�a

N
)���������!�D

Gal(Q[�N ]=Q)

(50)

which commutes with an inverse.This can be checked by writing an idèle˛ in the form
auˇ as above, but it is more instructive to look at an example. Letp be a prime not dividing
N , and let

˛ D p � (1, . . . , 1, p�1
p

, 1, . . .) 2 Z � A�f D A�f .

Then˛ 2 OZ� and has image[p] in Z=NZ, which acts as(p,Q[�N ]=Q) onQ[�N ]. On the
other hand, recQ(˛) D recQ((1, . . . , p�1, . . .)), which acts as(p,Q[�N ]=Q)�1.

NOTES. For the proofs of the above statements, see Tate 1967 or my notes CFT.

Convention for the (Artin) reciprocity map

It simplifies the formulas in Langlands theory if one replaces the reciprocity map with its
reciprocal. For̨ 2 A�E, write

artE(˛) D recE(˛)�1. (51)

Now, the diagram (50) commutes. In other words,

artQ(�(�)) D �, for � 2 Gal(Qab=Q),

where� is the cyclotomic character Gal(Qab=Q)! OZ�, which is characterized by

�� D ��(�), � a root of1 in C�.

The reflex field and norm of a CM-type

Let (E,ˆ) be a CM-type.

DEFINITION 11.1. Thereflex fieldE� of (E,ˆ) is the subfield ofQal characterized by any
one of the following equivalent72 conditions:

(a) � 2 Gal(Qal=Q) fixesE� if and only if �ˆ D ˆ; here�ˆ D f� ı 'j' 2 ˆg;
(b) E� is the field generated overQ by the elements

P
'2ˆ'(a), a 2 E;

72If � 2 Gal(Qal=Q) permutes the'’s, then clearly it fixes all elements of the form
P
'2ˆ'(a). Con-

versely, if
P
'2ˆ'(a) D P'2ˆ(�')(a) for all a 2 E�, thenf�'j' 2 ˆg D ˆ by Dedekind’s theorem on

the independence of characters (FT 5.14). This shows that conditions (a) and (b) define the same field.
If there exists ak-vector spaceV as in (c), then clearlyk contains the field in (b). On the other hand, there

exists a representation(Gm)E=Q on a vector spaceV over the fieldE� in (a) withˆ as its set of characters
(1), which extends to an action ofE with trace

P
'2ˆ'(a).
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(c) E� is the smallest subfieldk of Qal such that there exists ak-vector spaceV with an
action ofE for which

Trk(ajV ) DP'2ˆ'(a), all a 2 E.

Let V be anE�-vector space with an action ofE such that TrE�(ajV ) D P'2ˆ'(a)

for all a 2 E. We can regardV as anE� ˝Q E-space, or as anE-vector space with aE-
linear action ofE�. Thereflex norm is the homomorphism73 Nˆ� W (Gm)E�=Q! (Gm)E=Q
such that

Nˆ�(a) D detE(ajV ), all a 2 E��.

This definition is independent of the choice ofV becauseV is unique up to an isomorphism
respecting the actions ofE andE�.

Let (A, i) be an abelian variety of CM-type(E,ˆ) defined overC. According to
(11.1c) applied to Tgt0(A), any field of definition of(A, i) containsE�.

Statement of the main theorem of complex multiplication

A homomorphism� W k ! � of fields defines a functorV 7! �V , ˛ 7! �˛, “extension of
the base field” from varieties overk to varieties over�. In particular, an abelian varietyA
overk equipped with a homomorphismiWE ! End0(A) defines a similar pair�(A, i) D
(�A, � i) over�. Here� iWE ! End(�A) is defined by

� i(a) D �(i(a)).

A pointP 2 A(k) gives a point�P 2 A(�), and so� defines a homomorphism� WVf (A)!
Vf (�A) provided thatk and� are algebraically closed (otherwise one would have to
choose an extension ofk to a homomorphismkal! �al).

THEOREM 11.2. Let (A, i) be an abelian variety of CM-type(E,ˆ) overC, and let� 2
Aut(C=E�). For any s 2 A�

E�,f with artE�(s) D � jE�ab, there is a uniqueE-linear
isogeny̨ WA! �A such that̨ (Nˆ�(s) � x) D �x for all x 2 VfA.

PROOF. Formation of the tangent space commutes with extension of the base field, and so

Tgt0(�A) D Tgt0(A)˝C,� C
as anE˝Q C-module. Therefore,(�A, � i) is of CM type�ˆ. Since� fixesE�, �ˆ D ˆ,
and so there exists anE-linear isogeny̨ WA! �A (10.2). The map

Vf (A)
�! Vf (�A)

Vf (˛)
�1

! Vf (A)

is E ˝Q Af -linear. AsVf (A) is free of rank one overE ˝Q Af D AE,f , this map must
be multiplication by an element ofa 2 A�

E,f
. When the choice of̨ is changed, thena is

changed only by an element ofE�, and so we have a well-defined map

� 7! aE�WGal(Qal=E�)! A�E,f =E
�,

73One can show thatE� is again a CM-field, and that an embedding ofE intoQal defines a CM-type on
E�. The reflex norm is usually defined in terms ofˆ� but we will not need it.
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which one checks to be a homomorphism. The map therefore factors through Gal(E�ab=E�),
and so, when composed with the reciprocity map artE�, it gives a homomorphism

�WA�E�,f =E��! A�E,f =E
�.

We have to check that� is the homomorphism defined byNˆ�, but it can be shown that this
follows from the Shimura-Taniyama formula (Theorem10.10). The uniqueness follows
from the faithfulness of the functorA 7! Vf (A).

REMARK 11.3. (a) If s is replaced byas, a 2 E��, then˛ must be replaced by̨ ı
Nˆ�(a)�1.

(b) The theorem is a statement about theE-isogeny class of(A, i) — if ˇW (A, i) !
(B, j) is anE-linear isogeny, and̨ satisfies the conditions of the theorem for(A, i), then
(�ˇ) ı ˛ ı ˇ�1 satisfies the conditions for(B, j).

ASIDE 11.4. What happens in (11.2) when� is not assumed to fixE�? This also is known,
thanks to Deligne and Langlands. For a discussion of this, and much else concerning
complex multiplication, see my notes Milne 1979.
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12 Definition of canonical models

We attach to each Shimura datum(G, X) an algebraic number fieldE(G, X), and we
define the canonical model of Sh(G, X) to be an inverse system of varieties overE(G, X)

that is characterized by reciprocity laws at certain special points.

Models of varieties

Let k be a subfield of a field�, and letV be a variety over�. A modelof V overk (or a
k-structureon V ) is a varietyV0 overk together with an isomorphism'WV0� ! V . We
often omit the map' and regard a model as a varietyV0 overk such thatV0� D V .

Consider an affine varietyV overC and a subfieldk of C. An embeddingV ,! An
C

defines a model ofV over k if the ideal I(V ) of polynomials zero onV is generated
by polynomials ink[X1, . . . , Xn], because thenI0 Ddf I(V ) \ k[X1, . . . , Xn] is a radical
ideal,k[X1, . . . , Xn]=I0 is an affinek-algebra, andV (I0) � An

k
is a model ofV . Moreover,

every model(V0,') arises in this way because every model of an affine variety is affine.
However, different embeddings in affine space will usually give rise to different models.
For example, the embeddings

A2
C

(x,y) ¾ (x,y) ���������� V (X 2 C Y 2 � 1)
(x,y) - (x,y=

p
2)�������������! A2

C

define theQ-structures
X 2 C Y 2 D 1, X 2 C 2Y 2 D 1

on the curveX 2 C Y 2 D 1. These are not isomorphic.
Similar remarks apply to projective varieties.
In general, a variety overC will not have a model over a number field, and when it

does, it will have many. For example, an elliptic curveE over C has a model over a
number field if and only if itsj -invariantj(E) is an algebraic number, and ifY 2Z D
X 3 C aXZ2 C bZ3 is one model ofE over a number fieldk (meaning,a, b 2 k), then
Y 2Z D X 3 C ac2XZ2 C bc3Z3 is a second, which is isomorphic to the first only ifc is a
square ink.

The reflex field

For a reductive groupG overQ and a subfieldk of C, we writeC(k) for the set ofG(k)-
conjugacy classes of cocharacters ofGk defined overk:

C(k) D G(k)nHom(Gm, Gk).

A homomorphismk ! k 0 induces a mapC(k)! C(k 0); in particular, Aut(k 0=k) acts on
C(k 0).

LEMMA 12.1. AssumeG splits overk, so that it contains a split maximal torusT , and let
W be the Weyl groupNG(k)(T )=CG(k)(T ) of T . Then the map

W nHom(Gm, Tk)! G(k)nHom(Gm, Gk)

is bijective.
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PROOF. As any two maximal split tori are conjugate (Springer 1998, 15.2.6), the map is
surjective. Let� and�0 be cocharacters ofT that are conjugate by an element ofG(k),
say,� D ad(g) ı �0 with g 2 G(k). Then ad(g)(T ) and T are both maximal split
tori in the centralizer74 C of �(Gm), which is a connected reductive group (ibid., 15.3.2).
Therefore, there exists ac 2 C(k) such that ad(cg)(T ) D T . Now cg normalizesT and
ad(cg) ı �0 D �, which proves that� and�0 are in the sameW -orbit.

Let (G, X) be a Shimura datum. For eachx 2 X , we have a cocharacter�x of GC:

�x(z) D hxC(z, 1).

A different x 2 X will give a conjugate�x, and soX defines an elementc(X ) of C(C).
Neither Hom(Gm, TQal) nor W changes when we replaceC with the algebraic closureQal

of Q in C, and so the lemma shows thatc(X ) contains a� defined overQal and that the
G(Qal)-conjugacy class of� is independent of the choice of�. This allows us to regard
c(X) as an element ofC(Qal).

DEFINITION 12.2. The reflex (or dual) field E(G, X ) is the field of definition ofc(X),
i.e., it is the fixed field of the subgroup of Gal(Qal=Q) fixing c(X ) as an element ofC(Qal)

(or stabilizingc(X) as a subset of Hom(Gm, GQal)).

Note that the reflex field a subfield ofC.

REMARK 12.3. (a) Any subfieldk ofQal splittingG containsE(G, X ). This follows from
the lemma, becauseW nHom(Gm, T ) does not change when we pass fromk to Qal. If
follows thatE(G, X) has finite degree overQ.

(b) If c(X) contains a� defined overk, thenk � E(G, X). Conversely, ifG is quasi-
split overk andk � E(G, X ), thenc(X ) contains a� defined overk (Kottwitz 1984,
1.1.3).

(c) Let(G, X )
i
,! (G 0, X 0) be an inclusion of Shimura data. Suppose� fixesc(X ), and

let� 2 c(X). Then�� D g � � � g�1 for someg 2 G(Qal), and so, for anyg0 2 G 0(Qal),

�(g0 � (i ı �) � g0�1) D (�g0)(i(g)) � i ı � � (i(g))�1(�g0)�1 2 c(X 0).

Hence� fixesc(X 0), and we have shown that

E(G, X) � E(G 0, X 0).

EXAMPLE 12.4. (a) LetT be a torus overQ, and leth be a homomorphismS! TR. Then
E(T, h) is the field of definition of�h, i.e., the smallest subfield ofC over which�h is
defined.

(b) Let (E,ˆ) be a CM-type, and letT be the torus(Gm)E=Q, so thatT (Q) D E� and

T (R) D (E ˝Q R)� �D (Cˆ)�, (e ˝ r) 7! ('(e) � r)'2ˆ.

74CertainlyT � C . Let t 2 T (kal) anda 2 Gm(kal). Then

gtg�1 � �(a) D gt � �0(a) � g�1 D g � �0(a) � tg�1 D �(a) � gtg�1,

and sogTg�1 � C .
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DefinehˆWC�! T (R) to bez 7! (z, . . . , z). The corresponding cocharacter�ˆ is

C� ! T (C) �D (Cˆ)� � (Cˆ)�

z 7! (z, . . . , z, 1, . . . , 1)

Therefore,��ˆ D �ˆ if and only if � stabilizeŝ , and soE(T, hˆ) is the reflex field of
(E,ˆ) defined in (11.1).

(c) If (G, X) is a simple PEL datum of type (A) or (C), thenE(G, X) is the field
generated overQ by fTrX (b) j b 2 Bg (Deligne 1971c, 6.1).

(d) Let (G, X) be the Shimura datum attached to a quaternion algebraB over a totally
real number fieldF , as in Example5.24. Thenc(X) is represented by the cocharacter�:

G(C) � GL2(C)Ic � GL2(C)Inc

�(z) D (1, . . . , 1) � ��
z 0
0 1

�
, . . . ,

�
z 0
0 1

��
.

Therefore,E(G, X) is the fixed field of the stabilizer in Gal(Qal=Q) of Inc � I . For ex-
ample, ifInc consists of a single elementv (so we have a Shimura curve), thenE(G, X) D
v(F).

(e) WhenG is adjoint,E(G, X ) can be described as follows. Choose a maximal torus
T in GQal and a base(˛i)i2I for the roots. Recall that the nodes of the dynkin diagram�
of (G, T ) are indexed byI . The galois group Gal(Qal=Q) acts on�. Eachc 2 C(Qal)

contains a�WGm! GQal such thath˛i,�i � 0 for all i (cf. 1.25), and the map

c 7! (h˛i,�i)i2I W C(Qal)! NI (copies ofN indexed byI )

is a bijection. Therefore,E(G, X ) is the fixed field of the subgroup of Gal(Qal=Q) fixing
(h˛i,�i)i2I 2 NI . It is either totally real or CM (Deligne 1971b, p139).

(f) Let (G, X ) be a Shimura datum, and letG
�! T be the quotient ofG by Gder. From

(G, X ), we get Shimura data(Gad, X ad) and(T , h) with h D � ı hx for all x 2 X . Then
E(G, X) D E(Gad, X ad) �E(T, h) (Deligne 1971b, 3.8).

(g) It follows from (e) and (f) that if(G, X) satisfies SV6, thenE(G, X ) is either a
totally real field or a CM-field.

Special points

DEFINITION 12.5. A point x 2 X is said to bespecialif there exists a torus75 T � G such
thathx(C�) � T (R). We then call(T , x), or (T , hx), aspecial pairin (G, X). When the
weight is rational andZ(G)ı splits over a CM-field (i.e., SV4 and SV6 hold), the special
points and special pairs are calledCM pointsandCM pairs.76

REMARK 12.6. Let T be a maximal torus ofG such thatT (R) fixes x, i.e., such that
ad(t) ı hx D hx for all t 2 T (R). BecauseTR is its own centralizer inGR, this implies that
hx(C�) � T (R), and sox is special. Conversely, if(T , x) is special, thenT (R) fixesx.

75Meaning, of course, defined overQ.
76Because then the homomorphismhx W S! T factors through the Serre group, and for any representation

(V , �) of T , (V , �R ı hx) is the hodge structure of a CM-motive.
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EXAMPLE 12.7. Let G D GL2 and letH˙1 D Cr R. ThenG(R) acts onH˙1 by
�

a b

c d

�
z D az C b

cz C d
.

Suppose thatz 2 C r R generates a quadratic imaginary extensionE of Q. Using theQ-
basisf1, zg for E, we obtain an embeddingE ,! M2(Q), and hence a maximal subtorus
(Gm)E=Q � G. As (Gm)E=Q(R) fixesz, this shows thatz is special. Conversely, ifz 2 H˙1
is special, thenQ[z] is a field of degree2 overQ.

The homomorphismrx

Let T be a torus overQ and let� be a cocharacter ofT defined over a finite extensionE
of Q. For Q 2 T (E), the element

P
�WE!Qal �(Q) of T (Qal) is stable under Gal(Qal=Q)

and hence lies inT (Q). Let r(T ,�) be the homomorphism(Gm)E=Q! T such that

r(T ,�)(P) D P
�WE!Qal

�(�(P)), all P 2 E�. (52)

Let (T , x) � (G, X ) be a special pair, and letE(x) be the field of definition of�x. We
definerx to be the homomorphism

A�E(x)

r(T,�)���! T (AQ)
project���! T (AQ,f ). (53)

Let a 2 A�
E(x)

, and writea D (a1, af ) 2 (E(x)˝Q R)� � A�
E(x),f

; then

rx(a) D P
�WE!Qal

�(�x(af )).

Definition of a canonical model

For a special pair(T , x) � (G, X ), we have homomorphisms ((51),(53)),

artE(x)WA�E(x) ³ Gal(E(x)ab=E(x))

rxWA�E(x)! T (Af ).

DEFINITION 12.8. Let (G, X) be a Shimura datum, and letK be a compact open subgroup
of G(Af ). A model MK (G, X) of ShK (G, X ) over E(G, X ) is canonical if, for every
special pair(T , x) � (G, X ) anda 2 G(Af ), [x, a]K has coordinates inE(x)ab and

� [x, a]K D [x, rx(s)a]K , (54)

for all77

� 2 Gal(E(x)ab=E(x))

s 2 A�
E(x)

�
with artE(x)(s) D � .

In other words,MK (G, X ) is canonical if every automorphism� of C fixing E(x) acts on
[x, a]K according to the rule (54) wheres is any id̀ele such that artE(x)(s) D � jE(x)ab.

77If q 2 G(Q) and qx D x, then [x, qa]K D [x, a]K , and so, according to (54), we should have
[x, rx(s)qa]K D [x, rx(s)a]K . Following Deligne 1979, 2.2.4, I leave it to the reader to check this.
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REMARK 12.9. Let (T1, x) and(T2, x) be special pairs in(G, X ) (with the samex). Then
(T1 \T2, x) is also a special pair, and if the condition in (54) holds for one of(T1 \T2, x),
(T1, x), or (T2, x), then it holds for all three. Therefore, in stating the definition, we could
have considered only special pairs(T , x) with, for example,T minimal among the tori
such thatTR containshx(S).

DEFINITION 12.10. Let (G, X ) be a Shimura datum.
(a) A model of Sh(G, X) over a subfieldk of C is an inverse systemM(G, X ) D

(MK (G, X ))K of varieties overk endowed with a right action ofG(Af ) such thatM(G, X)C D
Sh(G, X) (with its G(Af ) action).

(b) A modelM(G, X) of Sh(G, X) overE(G, X ) is canonical if eachMK (G, X ) is
canonical.

Examples: Shimura varieties defined by tori

For a fieldk of characteristic zero, the functorV 7! V (kal) is an equivalence from the
category of zero-dimensional varieties overk to the category of finite sets endowed with
a continuous action of Gal(kal=k). Continuous here just means that the action factors
through Gal(L=k) for some finite galois extensionL of k contained inkal. In particular,
to give a zero-dimensional variety over an algebraically closed field of characteristic zero
is just to give a finite set. Thus, a zero-dimensional variety overC can be regarded as a
zero-dimensional variety overQal, and to give a model ofV over a number fieldE amounts
to giving a continuous action of Gal(Qal=Q) onV (C).

Tori

Let T be a torus overQ, and leth be a homomorphismS! TR. Then(T , h) is a Shimura
datum, andE Ddf E(T, h) is the field of definition of�h. In this case

ShK (T , h) D T (Q)nfhg � T (Af )=K

is a finite set (see5.22), and (54) defines a continuous action of Gal(Eab=E) on ShK (T , h).
This action defines a model of ShK (T , h) overE, which, by definition, is canonical.

CM-tori

Let (E,ˆ) be a CM-type, and let(T , hˆ) be the Shimura pair defined in (12.4b). Then
E(T, hˆ) D E�, andr(T ,�ˆ)W (Gm)E�=Q! (Gm)E=Q is the reflex normNˆ�.

Let K be a compact open subgroup ofT (Af ). The Shimura variety ShK (T , hˆ) clas-
sifies isomorphism classes of triples(A, i, �K) in which (A, i) is an abelian variety over
C of CM-type (E,ˆ) and� is an E ˝ Af -linear isomorphismV (Af ) ! Vf (A). An
isomorphism(A, i, �K) ! (A0, i 0, �0K) is anE-linear isomorphismA ! A0 in AV0(C)

sending�K to �0K. To see this, letV be a one-dimensionalE-vector space. The action
of E on V realizesT as a subtorus of GL(V ). If (A, i) is of CM-type(E,ˆ), then there
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exists anE-homomorphismaWH1(A,Q) ! V carryinghA to hˆ (see10.2). Now the
isomorphism78

V (Af )
��! Vf (A)

a�! V (Af )

is E ˝ Af -linear, and hence is multiplication by an elementg of (E ˝ Af )� D T E(Af ).

The map(A, i, �) 7! [g] gives the bijection.
In (10.3) and its proof, we showed that the functor(A, i) 7! (AC, iC) defines an equiv-

alence from the category of abelian varieties overQal of CM-type (E,ˆ) to the similar
category overC (the abelian varieties are to be regarded as objects ofAV0). Therefore,
ShK (T E, hˆ) classifies isomorphism classes of triples(A, i, �K) where(A, i) is now an
abelian variety overQal of CM-type(E,ˆ).

The group Gal(Qal=E�) acts on the setMK of such triples: let(A, i, �) 2MK ; for � 2
Gal(Qal=E�), define�(A, i, �K) to be the triple(�A, � i, ��K) where�� is the composite

V (Af )
��! Vf (A)

��! Vf (�A)I (55)

because� fixesE�, (�A, � i) is again of CM-type(E,ˆ).
The group Gal(Qal=E�) acts on ShK (T E, hˆ) by the rule (54):

� [g] D [rhˆ(s)g]K , artE�(s) D � jE�.

PROPOSITION12.11. The map(A, i, �) 7! [aı�]K WMK ! ShK (T E, hˆ) commutes with
the actions ofGal(Qal=E�).

PROOF. Let (A, i, �) 2MK map to[aı�]K for an appropriate isomorphismaWH1(A,Q)!
V , and let� 2 Gal(Qal=E�). According to the main theorem of complex multiplica-
tion (11.2), there exists an isomorphism̨WA ! �A such that˛(Nˆ�(s) � x) D �x

for x 2 Vf (A), wheres 2 AE� is such that artE�(s) D � jE�. Then�(A, i, �) 7!
[a ıH1(˛)D1 ı � ı �]K . But

Vf (˛)D1 ı � D Nˆ�(s) D rhˆ(s),

and so
[a ıH1(˛)�1 ı � ı �]K D [rhˆ(s) � (a ı �)]K

as required.

NOTES. Our definitions coincide with those of Deligne 1979, except that we have corrected
a sign error there (it is necessary to delete “inverse” in ibid. 2.2.3, p269, line 10, and in
2.6.3, p284, line 21).

78We are using thatVf (A) �D H1(A,Q)˝Q Af — see (41).
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13 Uniqueness of canonical models

In this section, I sketch a proof that a Shimura variety has at most one canonical model (up
to a unique isomorphism).

Extension of the base field

PROPOSITION13.1. Letk be a subfield of an algebraically closed field� of characteristic
zero. IfV andW are varieties overk, then a regular mapV�! W� commuting with the
actions ofAut(�=k) on V (�) andW (�) arises from a unique regular mapV ! W . In
other words, the functor

V 7! V� C action of Aut(�=k) onV (�)

is fully faithful.

PROOF. See AG 14.7. [The first step is to show that the�Aut(�=k) D k, which requires
Zorn’s lemma in general.]

COROLLARY 13.2. A varietyV over k is uniquely determined (up to a unique isomor-
phism) byV� and the action ofAut(�=k) onV (�).

Uniqueness of canonical models

Let (G, X) be a Shimura datum.

LEMMA 13.3. There exists a special point inX .

PROOF (SKETCH). Let x 2 X , and letT be a maximal torus inGR containinghx(C).
ThenT is the centralizer of any regular element� of Lie(T ). If �0 2 Lie(G) is chosen
sufficiently close to�, then the centralizerT0 of �0 in G will be a maximal torus inG
(Borel 1991, 18.1, 18.2), andT0 will become conjugate79 to T overR:

T0R D gTg�1, someg 2 G(R).

Now hgx(S) Ddf ghg�1(S) � T0R, and sogx is special.

LEMMA 13.4(KEY LEMMA ). For any finite extensionL of E(G, X) in C, there exists a
special pointx0 such thatE(x0) is linearly disjoint fromL.

PROOF. See Deligne 1971b, 5.1. [The basic idea is the same as that of the proof of13.6
above, but requires the Hilbert irreducibility theorem.]

If G D GL2, the lemma just says that, for any finite extensionL of Q in C, there exists
a quadratic imaginary extensionE overQ linearly disjoint fromL. This is obvious — for
example, takeE D Q[

p�p] for any primep unramified inL.

79Any element sufficiently close to a regular element will also be regular, which implies thatT0 is a maxi-
mal torus. Not all maximal tori inG=R are conjugate — rather, they fall into several connected components,
from which the second statement can be deduced.
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LEMMA 13.5. For anyx 2 X , f[x, a]K j a 2 G(Af )g is dense inShK (G, X ) (in the zariski
topology).

PROOF. Write
ShK (G, X )(C) D G(Q)nX � (G(Af )=K)

and note that the real approximation theorem (5.4) implies thatG(Q)x is dense inX for
the complex topology, and, a fortiori, the zariski topology.

Let g 2 G(Af ), and letK andK0 be compact open subgroups such thatK0 � g�1Kg.
Then the mapT (g)

[x, a]K 7! [x, ag]K 0 WShK (C)! ShK 0(C)

is well-defined.

THEOREM 13.6. If ShK (G, X ) and ShK 0 (G, X ) have canonical models overE(G, X),
thenT (g) is defined overE(G, X).

PROOF. After (13.1), it suffices to show that�(T (g)) D T (g) for all automorphisms� of
C fixing E(G, X). Let x0 2 X be special. ThenE(x0) � E(G, X ) (see12.3b), and we
first show that�(T (g)) D T (g) for those� ’s fixing E(x0). Choose ans 2 A�E0

such that
art(s) D � jE(x0)

ab. Fora 2 G(Af ),

[x0, a]K
T (g) - [x0, ag]K 0

[x0, rx0
(s)a]K

?
�

T (g)- [x0, rx0
(s)ag]K 0
?
�

commutes. Thus,T (g) and�(T (g)) agree onf[x0, a] j a 2 G(Af )g, and hence on all of
ShK by Lemma13.5. We have shown that�(T (g)) D T (g) for all � fixing the reflex field
of any special point, but Lemma13.4shows that these� ’s generate Aut(C=E(G, X )).

THEOREM13.7. (a) A canonical model ofShK (G, X) (if it exists) is unique up to a unique
isomorphism.

(b) If, for all compact open subgroupsK of G(Af ), ShK (G, X ) has a canonical model,
then so also doesSh(G, X ), and it is unique up to a unique isomorphism.

PROOF. (a) TakeK D K0 andg D 1 in (13.6).
(b) Obvious from (13.6).

In more detail, let(MK (G, X),') and(M 0
K (G, X),' 0) be canonical models of ShK (G, X)

overE(G, X ). Then the composite

MK (G, X )C
'�! ShK (G, X)

'0�1

�!M 0
K (G, X)C

is fixed by all automorphisms ofC fixing E(G, X), and is therefore defined overE(G, X).

REMARK 13.8. In fact, one can prove more. LetaW (G, X )! (G 0, X 0) be a morphism of
Shimura data, and suppose Sh(G, X) and Sh(G 0, X 0) have canonical modelsM(G, X) and
M(G 0, X 0). Then the morphism Sh(a)WSh(G, X )! Sh(G 0, X 0) is defined overE(G, X) �
E(G 0, X 0).



The galois action on the connected components 109

The galois action on the connected components

A canonical model for ShK (G, X ) will define an action of Aut(C=E(G, X)) on the set
�0(ShK (G, X)). In the case thatGder is simply connected, we saw in~5 that

�0(ShK (G, X )) �D T (Q)nY � T (Af )=�(K)

where�WG ! T is the quotient ofG by Gder andY is the quotient ofT (R) by the image
T (R)| of Z(R) in T (R). Let h D � ı hx for anyx 2 X . Then�h is certainly defined over
E(G, X). Therefore, it defines a homomorphism

r D r(T ,�h)WA�E(G,X )! T (AQ).

The action of� 2 Aut(C=E(G, X)) on �0(ShK (G, X)) can be described as follows: let
s 2 A�

E(G,X )
be such that artE(G,X )(s) D � jE(G, X)ab, and letr(s) D (r(s)1, r (s)f ) 2

T (R)� T (Af ); then

� [y, a]K D [r (s)1y, r(s)f � a]K , for all y 2 Y, a 2 T (Af ). (56)

When we use (56) to define the notion a canonical model of a zero-dimensional Shimura
variety, we can say that�0 of the canonical model of ShK (G, X) is the canonical model of
Sh(T , Y ).

If � fixes a specialx0 mapping toy, then (56) follows from (54), and a slight improve-
ment of (13.4) shows that such� ’s generate Aut(C=E(G, X )).

NOTES. The proof of uniqueness follows Deligne 1971b, ~3, except that I am more un-
scrupulous in my use of the Zorn’s lemma.
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14 Existence of canonical models

Canonical models are known to exist for all Shimura varieties. In this section, I explain
some of the ideas that go into the proof.

Descent of the base field

Let k be a subfield of an algebraically closed field� of characteristic zero, and letA D
Aut(�=k). In (13.1) we observed that the functor

fvarieties overkg ! fvarietiesV over�C action ofA onV (�)g,
is fully faithful. In this subsection, we find conditions on a pair(V , �) that ensure that it is
in the essential image of the functor, i.e., that it arises from a variety overk. We begin by
listing two necessary conditions.

The regularity condition

Obviously, the action� should recognize thatV (�) is not just a set, but rather the set of
points of an algebraic variety. Recall that, for� 2 A, �V is obtained fromV by applying
� to the coefficients of the polynomials definingV , and�P 2 (�V )(�) is obtained from
P 2 V (�) by applying� to the coordinates ofP .

DEFINITION 14.1. An action� of A onV (�) is regular if the map

�P 7! � � P W (�V )(�)! V (�)

is a regular isomorphism for all� .

A priori, this is only a map of sets. The condition requires that it be induced by a regular
mapf� W �V ! V . If (V , �) arises from a variety overk, then�V D V and�P D � � P ,
and so the condition is clearly necessary.

REMARK 14.2. (a) When regular, the mapsf� are automatically isomorphisms provided
V is nonsingular.

(b) The mapsf� satisfy the cocycle conditionf� ı�f� D f�� . Conversely, every family
(f�)�2A of regular isomorphisms satisfying the cocycle condition arises from an action of
A satisfying the regularity condition. Such families(f�)�2A are calleddescent data, and
normally one expresses descent theory in terms of them rather than actions ofA.

The continuity condition

DEFINITION 14.3. An action� of A on V (�) is continuousif there exists a subfieldL of
� finitely generated overk and a modelV0 of V overL such that the action of Aut(�=L)

onV (�) defined byV0 is �.
More precisely, the condition requires that there exist a model(V0,') of V overL such

that'(�P) D � � '(P) for all P 2 V0(�) and� 2 Aut(C=L). Clearly this condition is
necessary.
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PROPOSITION14.4. A regular action� of A on V (�) is continuous if there exist points
P1, . . . , Pn 2 V (�) such that

(a) the only automorphism ofV fixing everyPi is the identity map;
(b) there exists a subfieldL of� finitely generated overk such that� � Pi D Pi for all

� fixingL.

PROOF. Let (V0,') be a model ofV over a subfieldL of � finitely generated overk.
After possibly enlargingL, we may assume that'�1(Pi) 2 V0(L) and that� �Pi D Pi for
all � fixing L (because of (b)). For such a� , f� and' ı (�')�1 are regular maps�V ! V

sending�Pi to Pi for eachi, and so they are equal (because of (a)). Hence

'(�P) D f�((�')(�P)) D f�(�('(P))) D � � '(P)

for all P 2 V0(�), and so the action of Aut(C=L) onV (�) defined by(V0,') is �.

A sufficient condition for descent

THEOREM 14.5. If V is quasiprojective and� is regular and continuous, then(V , �) arises
from a variety overk.

PROOF. This is a restatement of the results of Weil 1956a (see Milne 1999, 1.1).

COROLLARY 14.6. The pair(V , �) arises from a variety overk if
(a) V is quasiprojective,
(b) � is regular, and
(c) there exists pointsP1, . . . , Pn in V (�) satisfying the conditions (a) and (b) of (14.4).

PROOF. Immediate from (14.5) and (14.6).

For an elementary proof of the corollary, not using the results of Weil 1956a, see AG
14.27.

Review of local systems and families of abelian varieties

Let S be a topological manifold. Alocal system ofZ-modules onS is a sheafF onS that
is locally isomorphic to the constant sheafZn (n 2 N).

Let F be a local system ofZ-modules onS , and leto 2 S . There is an action of
�1(S, o) on Fo that can be described as follows: let W [0, 1]! S be a loop ato; because
[0, 1] is simply connected, there is an isomorphism from �F to the constant sheaf de-
fined by a groupM say; when we choose such an isomorphism, we obtain isomorphisms
( �F)i ! M for all i 2 [0, 1]; now ( �F)i D F (i) and (0) D o D  (1), and so we get
two isomorphismsFo!M ; these isomorphisms differ by an automorphism ofFo, which
depends only the homotopy class of .

PROPOSITION14.7. If S is connected, thenF 7! (Fo, �o) defines an equivalence from the
category of local systems ofZ-modules onS to the category of finitely generatedZ-modules
endowed with an action of�1(S, o).
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PROOF. This is well known; cf. Deligne 1970, I 1.

Let F be a local system ofZ-modules onS . Let � W QS ! S be the universal covering
space ofS , and choose a pointo 2 QS . We can identifiy��F with the constant sheaf defined
by F�(o). Suppose that we have a hodge structurehs on Fs ˝ R for everys 2 S . We say
thatF , together with the hodge structures, is avariation of integral hodge structures on
S if s 7! h�(s) (hodge structure onF�(o) ˝ R) is a variation of hodge structures onQS . A
polarizationof a variation of hodge structures(F, (hs)) is a pairing WF � F ! Z such
that s is a polarization of(Fs, hs) for everys.

Let V be a nonsingular algebraic variety overC. A family of abelian varieties overV is
a regular mapf WA! V of nonsingular varieties plus a regular multiplicationA�V A!
A overV such that the fibres off are abelian varieties of constant dimension (in a different
language,A is an abelian scheme overV ).

THEOREM14.8. LetV be a nonsingular variety overC. There is an equivalence(A, f ) 7!
(R1f�Z)_ from the category of families of abelian varieties overV to the category of
polarizable integral variations of hodge structures of type(�1, 0), (0,�1) onS .

This is a generalization of Riemann’s theorem (6.8) — see Deligne 1971a, 4.4.3.

The Siegel modular variety

Let (V , ) be a symplectic space overQ, and let(G, X) D (GSp( ), X( )) be the as-
sociated Shimura datum (~6). We also denote Sp( ) by S . We abbreviate ShK (G, X) to
ShK .

The reflex field

Consider the set of pairs(L, L0) of complementary lagrangians inV (C):

V (C) D L˚L0, L, L0 totally isotropic. (57)

Every symplectic basis forV (C) defines such a pair, and the every such pair arises from a
symplectic basis. Therefore,G(C) (evenS(C)) acts transitively on the set of pairs(L, L0)
of complementary lagrangians. For such a pair, let�(L,L0) be the homomorphismGm !
GL(V ) such that�(z) acts asz on L and as1 on L0. Then,�(L,L0) takes values inGC,
and as(L, L0) runs through the set of pairs of complementary lagrangians inV (C),�(L,L0)
runs throughc(X) (notation as on p101). SinceV itself has symplectic bases, there exist
pairs of complementary lagrangians inV . For such a pair,�(L,L0) is defined overQ, and so
c(X) has a representative defined overQ. This shows that the reflex fieldE(G, X ) D Q.

The special points

Let K be a compact open subgroup ofG(Af ), and, as in~6, letMK be the set of triples
(A, s, �K) in which A is an abelian variety overC, s is an alternating form onH1(A,Q)

such thaṫ s is a polarization, and� is an isomorphismV (Af ) ! Vf (A) sending to a
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multiple of s. Recall (6.11) that there is a natural mapMK ! ShK (C) whose fibres are
the isomorphism classes.

In this subsubsection we answer the question: which triples(A, s, �K) correspond to
points[x, a] with x special?

DEFINITION 14.9. A CM-algebra is a finite product of CM-fields. An abelian varietyA
overC is CM if there exists a CM-algebraE and a homomorphismE ! End0(A) such
thatH1(A,Q) is a freeE-module of rank1.

Let E ! End0(A) be as in the definition, and letE be a product of CM-fields
E1, . . . , Em. ThenA is isogenous to a product of abelian varietiesA1 � � � � �Am with Ai

of CM-type(Ei ,ˆi) for somê i.
Recall that, for an abelian varietyA over C, there is a homomorphismhAWC� !

GL(H1(A,R)) describing the natural complex structure onH1(A,R) (see~6).80

PROPOSITION14.10. An abelian varietyA overC is CM if and only if there exists a torus
T � GL(H1(A,Q)) such thathA(C�) � T (R).

PROOF. See Mumford 1969,~2, or Deligne 1982,~3.

COROLLARY 14.11. If (A, s, �K) 7! [x, a]K underMK ! ShK (G, X ), thenA is of
CM-type if and only ifx is special.

PROOF. Recall that if(A, s, �K) 7! [x, a]K , then there exists an isomorphismH1(A,Q)!
V sendinghA to hx. Thus, the statement follows from the proposition.

A criterion to be canonical

We now define an action of Aut(C) onMK . Let (A, s, �K) 2MK . Thens 2 H 2(A,Q)

is a hodge tensor, and therefore equalsr [D] for somer 2 Q� and divisorD onA (see7.5).
We let�s D r [�D]. The condition thaṫ s be positive definite is equivalent to an algebro-
geometric condition onD (Mumford 1970, pp29–30) which is preserved by� . Therefore,
˙ �s is a polarization forH1(A,Q). We define�(A, s, �K) to be(�A, �s, ��K) with ��

as in (55).

PROPOSITION14.12. Suppose thatShK has a modelMK overQ for which the map

MK !MK (C)

commutes with the actions ofAut(C). ThenMK is canonical.

PROOF. For a special point[x, a]K corresponding to an abelian varietyA with complex
multiplication by a fieldE, the condition (54) is an immediate consequence of the main
theorem of complex multiplication (cf.12.11). For more general special points, it also
follows from the main theorem of complex multiplication, but not quite so immediately.

80If A(C) D Cg=ƒ, then

H1(A,Z) D ƒ, H1(A,Q) D ƒ˝Q, H1(A,R) D ƒ˝ R �D Cg.
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Outline of the proof of the existence of a canonical model

Since the action of Aut(C) on MK preserves the isomorphism classes, from the map
MK ! ShK (C), we get an action of Aut(C) on ShK (C). If this action satisfies the
conditions of hypotheses of Corollary14.6, then ShK (G, X) has a model overQ, which
Proposition14.12will show to be canonical.

Condition (a) of (14.6). We know that ShK (G, X) is quasi-projective from (3.12).

Condition (b) of (14.6). We have to show that the map

�P 7! � � P W � ShK (C)
f��! ShK (C)

is regular. It suffices to do this forK small, because ifK0 � K, then ShK 0(G, X) is a
quotient of ShK (G, X).

Recall (5.17) that�0(ShK ) �D Q>0nA�f =�(K). Let " 2 Q>0nA�f =�(K), and let Sh"K
be the corresponding connected component of ShK . Then Sh"K D �"nXC where�" D
G(Q) \K" for some conjugateK" of K (see5.17, 5.23)

Let (A, s, �K) 2 MK and choose an isomorphismaWH1(A,Q) ! V sendings to a
multiple of . Then the image of(A, s, �K) in Q>0nA�f =�(K) is represented by�(a ı �)
wherea ı �WV (Af ) ! V (Af ) is to be regarded as an element ofG(Af ). WriteM"

K for
the set of triples with�(a ı �) 2 ". DefineH"

K similarly.
The mapMK ! Q>0nA�f =�(K) is equivariant for the action of Aut(C) when we let

Aut(C) act onQ>0nA�f =�(K) through the cyclotomic character, i.e.,

� [˛] D [�(�)˛] where�(�) 2 OZ�, ��(�) D ��, � a root of1.

Write XC(�") for �"nXC regarded as an algebraic variety, and let�(XC(�")) be the
algebraic variety obtained fromXC(�") by change of base field� WC ! C. Consider the
diagram:

XC
˛ ��� U??y

??y

XC(��")
f� ��� �(XC(�"))

M�"
K

� ��� M"
K

The map� sends(A, . . .) to �(A, . . .), and the mapf� is the map of sets�P 7! � � P .
The two maps are compatible. The mapU ! �(XC(�")) is the universal covering space
of the complex manifold(�(XC(�")))

an.
Fix a latticeƒ in V that is stable under the action of�". From the action of�" onƒ,

we get a local system ofZ-modulesM onXC(�") (see14.7), which, in fact, is a polarized
integral variation of hodge structuresF . According to Theorem14.8, this variation of
hodge structures arises from a polarized family of abelian varietiesf WA! XC(�"). Asf
is a regular map of algebraic varieties, we can apply� to it, and obtain a polarized family
of abelian varieties�f W �A ! �(XC(�")). Then(R1(�f )�Z)_ is a polarized integral
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hodge structure on�(XC(�")). On pulling this back toU and tensoring withQ, we obtain
a variation of polarized rational hodge structures over the spaceU , whose underlying local
system can identified with the constant sheaf defined byV . When this identification is done
correctly, eachu 2 U defines a complex structure onV that is positive for , i.e., a point
x of XC, and the mapu 7! x makes the diagram commute. Now (2.15) shows thatu 7! x

is holomorphic. It follows thatf� is holomorphic, and Borel’s theorem (3.14) shows that it
is regular.

Condition (c) of (14.6) For anyx 2 X , the setf[x, a]K j a 2 G(Af )g has the property
that only the identity automorphism of ShK (G, X ) fixes its elements (see13.5). But, there
are only finitely many automorphisms of ShK (G, X) (see3.21), and so a finite sequence
of points[x, a1], . . . , [x, an] will have this property. When we choosex to be special, the
main theorem of complex multiplication (11.2) tells us that� � [x, ai ] D [x, ai] for all �
fixing some fixed finite extension ofE(x), and so condition (c) holds for these points.

Simple PEL Shimura varieties of type A or C

The proof is similar to the Siegel case. Here ShK (G, X) classifies quadruples(A, i, s, �K)

satisfying certain conditions. One checks that if� fixes the reflex fieldE(G, X ), then
�(A, i, s, �K) lies in the family again (see12.7). Again the special points correspond to CM
abelian varieties, and the Shimura-Taniyama theorem shows that, if ShK (G, X) has a model
MK overE(G, X) for which the action of Aut(C=E(G, X)) onMK (C) D ShK (G, X)(C)

agrees with its action on the quadruples, then it is canonical.

Shimura varieties of hodge type

In this case, ShK (G, X ) classifies isomorphism classes of triples(A, (si)0�i�n, �K) where
thesi are hodge tensors. A proof similar to that in the Siegel case will apply once we have
defined�s for s a hodge tensor on an abelian variety.

If the Hodge conjecture is true, thens is the cohomology class of some algebraic cycle
Z on A (i.e., formalQ-linear combination of integral subvarieties ofA). Then we could
define�s to be the cohomology class of�Z on �A. Unfortunately, a proof of the Hodge
conjecture seems remote, even for abelian varieties. Deligne succeeded in defining�s

without the Hodge conjecture. It is important to note that there is no natural map between
H n(A,Q) andH n(�A,Q) (unless� is continuous, and hence is the identity or complex
conjugation). However, there is a natural isomorphism� WH n(A,Af ) ! H n(�A,Af )

coming from the identification

H n(A,Af ) �D Hom(
nV
ƒ,Af ) �D Hom(

nV
(ƒ˝ Af ),Af ) �D Hom(

nV
VfA,Af )

(or, equivalently, from identifyingH n(A,Af ) with étale cohomology).

THEOREM 14.13. Let s be a hodge tensor on an abelian varietyA overC, and letsAf be
the image ofs theAf -cohomology. For any automorphism� of C, there exists a hodge
tensor�s on�A (necessarily unique) such that(�s)Af D �(sAf ).
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PROOF. This is the main theorem of Deligne 1982. [Interestingly, the theory of locally
symmetric varieties is used in the proof.]

As an alternative to using Deligne’s theorem, one can apply the following result (note,
however, that the above approach has the advantage of giving a description of the points of
the canonical model with coordinates in any field containing the reflex field).

PROPOSITION14.14. Let(G, X ) ,! (G 0, X 0) be an inclusion of Shimura data; ifSh(G 0, X 0)
has canonical model, so also doesSh(G, X).

PROOF. This follows easily from5.16.

Shimura varieties of abelian type

Deligne (1979, 2.7.10) defines the notion of a canonical model of aconnectedShimura
variety Shı(G, X ). This is an inverse system of connected varieties overQal endowed with
the action of a large group (a mixture of a galois group and an adèlic group). A key result
is the following.

THEOREM 14.15. Let (G, X) be a Shimura datum and letXC be a connected component
of X . ThenSh(G, X) has a canonical model if and only ifShı(Gder, XC) has a canonical
model.

PROOF. See Deligne 1979, 2.7.13.

Thus, for example, if(G1, X1) and(G2, X2) are Shimura data such that(Gder
1 , XC1 ) �

(G
der

2 , XC2 ), and one of Sh(G1, X1) or Sh(G2, X2) has a canonical model, then they both
do.

The next result is more obvious (ibid. 2.7.11).

PROPOSITION 14.16. (a) Let (Gi , Xi) (1 � i � m) be connected Shimura data. If
each connected Shimura varietyShı(Gi, Xi) has a canonical modelM ı(Gi, Xi), thenQ

iM
ı(Gi , Xi) is a canonical model forShı(

Q
iGi ,

Q
iXi).

(b) Let(G1, X1)! (G2, X2) be an isogeny of connected Shimura data. IfShı(G1, X1)

has a canonical model, then so also doesShı(G2, X2).

More precisely, in case (b) of the theorem, letGad(Q)C1 andGad(Q)C2 be the completions
of Gad(Q)C for the topologies defined by the images of congruence subgroups inG1(Q)C

andG2(Q)C respectively; then the canonical model for Shı(G2, X2) is the quotient of the
canonical model for Shı(G2, X2) by the kernel ofGad(Q)C1 ! Gad(Q)C2 .

We can now prove the existence of canonical models for all Shimura varieties of abelian
type. For a connected Shimura variety of primitive type, the existence follows from (14.15)
and the existence of canonical models for Shimura varieties of hodge type (see above).
Now (14.16) proves the existence for all connected Shimura varieties of abelian type, and
(14.16) proves the existence for all Shimura varieties of abelian type.

REMARK 14.17. The above proof is only an existence proof: it gives little information
about the canonical model. For the Shimura varieties it treats, Theorem9.4can be used to
construct canonical models and give a description of the points of the canonical model in
any field containing the reflex field.
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General Shimura varieties

There is an approach that proves the existence of canonical models for all Shimura varieties,
and is largely independent of that discussed above except that it assumes the existence81 of
canonical models for Shimura varieties of typeA1 (and it uses (14.15) and (14.16)).

The essential idea is the following. Let(G, X) be a connected Shimura datum withG

the group overQ obtained from a simple groupH over a totally real fieldF by restriction
of scalars.

Assume first thatH splits over a CM-field of degree2 overF . Then there exist many
homomorphismsHi ! H from groups of typeA1 into H . From this, we get many
inclusions

Shı(Gi, Xi) ,! Shı(G, X)

whereGi is the restriction of scalars ofHi. From this, and the existence of canonical
models for the Shı(Gi, Xi), it is possible to prove the existence of the canonical model for
Shı(G, X).

In the general case, there will be a totally real fieldF 0 containingF and such thatHF 0

splits over a CM-field of degree2 overF . Let G� be the restriction of scalars ofHF 0 . Then
there is an inclusion(G, X ) ,! (G�, X�) of connected Shimura data, and the existence of a
canonical model for Shı(G�, X�) implies the existence of a canonical model for Shı(G, X)

(cf. 14.14).
For the details, see Borovoi 1984, 1987 and Milne 1983.

Final remark: rigidity

One might expect that if one modified the condition (54), for example, by replacingrx(s)

with rx(s)�1, then one would arrive at a modified notion of canonical model, and the same
theorems would hold. This is not true: the condition (54) is theonly one for which canon-
ical models can exist. In fact, ifG is adjoint, then the Shimura variety Sh(G, X) has no
automorphisms commuting with the action ofG(Af ) (Milne 1983, 2.7), from which it fol-
lows that the canonical model is theonly model of Sh(G, X) overE(G, X), and we know
that for the canonical model the reciprocity law at the special points is given by (54).

NOTES. The concept of a canonical model characterized by reciprocity laws at special
points is due to Shimura, and the existence of such models was proved for major families
by Shimura, Miyake, and Shih. Shimura recognized that to have a canonical model it is
necessary to have a reductive group, but for him the semisimple group was paramount:
in our language, given a connected Shimura datum(H, Y ), he asked for Shimura datum
(G, X ) such that(Gder, XC) D (H, Y ) and Sh(G, X ) has a canonical model (see his talk at
the 1970 International Congress Shimura 1971). In his Bourbaki report on Shimura’s work
(1971b), Deligne placed the emphasis on reductive groups, thereby enlarging the scope of
the field.

81In fact, the approach assumes a stronger statement for Shimura varieties of typeA1, namely, Langlands’s
conjugation conjecture, and it proves Langlands’s conjecture for all Shimura varieties.
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15 Abelian varieties over finite fields

For each Shimura datum(G, X ), we now have a canonical model Sh(G, X ) of the Shimura
variety over its reflex fieldE(G, X). In order, for example, to understand the zeta function
of the Shimura variety or the galois representations occurring in its cohomology, we need
to understand the points on the canonical model when we reduce it modulo a prime of
E(G, X). After everything we have discussed, it would be natural to do this in terms
of abelian varieties (or motives) over the finite field plus additional structure. However,
such a description will not be immediately useful — what we want is something more
combinatorial, which can be plugged into the trace formula. The idea of Langlands and
Rapoport (1987) is to give an elementary definition of a category of “fake” abelian varieties
(better, abelian motives) over the algebraic closure of a finite field that looks just like the
true category, and to describe the points in terms of it. In this section, I explain how to
define such a category.

Semisimple categories

An object of an abelian categoryM is simple if it has no proper nonzero subobjects. Let
F be a field. By anF -category, I mean an additive category in which the Hom-sets
Hom(x, y) are finite dimensionalF -vector spaces and composition isF -bilinear. AnF -
categoryM is said to besemisimpleif it is abelian and every object is a direct sum (neces-
sarily finite) of simple objects.

If e is simple, then a nonzero morphisme! e is an isomorphism. Therefore, End(e) is
a division algebra overF . Moreover, End(re) �D Mr (End(e)). Herere denotes the direct
sum ofr copies ofe. If e0 is a second simple object, then eithere � e0 or Hom(e, e0) D 0.
Therefore, ifx DPriei (ri � 0) andy DPsiei (si � 0) are two objects ofM expressed
as sums of copies of simple objectsei with ei 6� ej for i 6D j , then

Hom(x, y) DQMsi,ri
(End(ei)).

Thus, the categoryM is described up to equivalence by:
(a) the seṫ (M) of isomorphism classes of simple objects inM;
(b) for each� 2 ˙ , the isomorphism class[D� ] of the endomorphism algebraD� of a

representative of� .
We call(˙(M), ([D� ])�2˙(M)) thenumerical invariantsof M.

Division algebras; the Brauer group

We shall need to understand what the set of isomorphism classes of division algebras over
a fieldF look like.

Recall the definitions: by anF -algebra, we mean a ringA containingF in its centre
and finite dimensional asF -vector space; ifF equals the centre ofA, thenA is called a
centralF -algebra; adivision algebrais an algebra in which every nonzero element has an
inverse; anF -algebraA is simple if it contains no two-sided ideals other than0 andA.
By a theorem of Wedderburn, the simpleF -algebras are the matrix algebras over division
F -algebras.
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EXAMPLE 15.1. (a) If F is algebraically closed or finite, then82 every central division
algebra is isomorphic toF .

(b) Every central division algebra overR is isomorphic either toR or to the (usual)
quaternion algebra:

H D C˚ Cj, j2 D �1, jzj�1 D z (z 2 C).

(c) Let F be ap-adic field (finite extension ofQp), and let� be a prime element of
OF . Let L be an unramified extension field ofF of degreen, and let� denote the
Frobenius generator of Gal(L=F) — � acts asx 7! xp on the residue field. For
eachi, 1 � i � n, define

Di,n D L˚La˚ � � � ˚Lan�1, an D � i, aza�1 D �(z) (z 2 L).

ThenDi,n is a central simple algebra overF , which is a division algebra if and only
if gcd(i, n) D 1. Every central division algebra overF is isomorphic toDi,n for
exactly one relatively prime pair(i, n) (CFT, IV 4.2).

If B andB 0 are central simpleF -algebras, then so also isB ˝F B 0 (CFT, 2.8). IfD
andD0 are central division algebras, then Wedderburn’s theorem shows thatD ˝F D0 �
Mr (D

00) for somer and some central division algebraD00 well-defined up to isomorphism,
and so we can set

[D][D0] D [D00].

This law of composition is obviously, and[F ] is an identity element. LetDopp denote the
opposite algebra toD (the same algebra but with the multiplication reversed:aoppbopp D
(ba)opp). Then (CFT, IV 2.9)

D ˝F Dopp�D EndF -linear(D) �Mr (F),

and so[D][Dopp] D [F ]. Therefore, the isomorphism classes of central division algebras
over F (equivalently, the isomorphism classes of central simple algebras overF ) form a
group, called theBrauer groupof F .

EXAMPLE 15.2. (a) The Brauer group of an algebraically closed field or a finite field is
zero.

(b) The Brauer groupR has order two: Br(R) �D 1
2
Z=Z.

(c) For ap-adic fieldF , the map[Dn,i ] 7! i
n

modZ is an isomorphism Br(F) �D Q=Z.
(d) For a number fieldF and a primev, write invv for the canonical homomorphism

Br(Fv)! Q=Z given by (a,b,c) (so invv is an isomorphism except whenv is real or
complex, in which case it has image1

2
Z=Z or 0). For a central simple algebraB over

F , [B ˝F Fv] D 0 for almost allv, and the sequence

0 ���! Br(F)
[B]7![B˝FFv]��������! ˚Br(Fv)

P
invv���! Q=Z ���! 0.

is exact.
82If F is algebraically closed, then each element of a central division algebra overF generates a field of

finite degree overF , and so lies inF . For the proof in the finite case, see CFT, IV 4.1.
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Statement (d) is shown in the course of proving the main theorem of class field theory
by the cohomological approach (CFT, VIII 2.2). It says that to give a division algebra over
F (up to isomorphism) is the same as to give a family(iv) 2

L
v finiteQ=Z˚

L
v real

1
2
Z=Z

such that
P

iv D 0.
The key tool in computing Brauer groups is an isomorphism

Br(F) �D H 2(F,Gm)
dfD H 2(Gal(F al=F), F al�)

dfD lim�!H 2(Gal(L=F), L�).

The last limit is over the fieldsL � F al of finite degree and galois overQ. This isomor-
phism can be most elegantly defined as follows. LetD be a central simple division of
degreen2 overF , and assume83 thatD contains a subfieldL of degreen overF and galois
overF . Then eacȟ 2 D normalizingL defines an elementx 7! ˇxˇ�1 of Gal(L=F),
and the Noether-Skolem theorem (CFT, IV 2.10) shows that every element of Gal(L=F)

arises in this way. BecauseL is its own centralizer (ibid., 3.4), the sequence

1! L�! N(L)! Gal(L=F)! 1

is exact. For each� 2 Gal(L=F), choose ans� 2 N(L) mapping to� , and let

s� � s� D d�,� � s�� , d�,� 2 L�.

Then (d�,�) is a 2-cocycle whose cohomology class is independent of the choice of the
family (s�). Its class inH 2(Gal(L=F), L�) � H 2(F,Gm) is the cohomology class of
[D].

EXAMPLE 15.3. LetL be the completion ofQun
p (equal to the field of fractions of the ring of

Witt vectors with coefficients inF), and let� be the automorphism ofL inducingx 7! xp

on its residue field. Anisocrystalis a finite dimensionalL-vector spaceV equipped with
a� -linear isomorphismF WV ! V . The categoryIsoc of isocrystals is a semisimpleQp-
linear category witḣ (Isoc) D Q, and the endomorphism algebra of a representative of
the isomorphism class� is a division algebra overQp with invariant�. If � � 0, � D r=s,
gcd(r, s) D 1, s > 0, thenE� can be taken to be(Qp=(T

r �ps))˝Qp
L, and if� < 0, E�

can be taken to be the dual ofE��. See Demazure 1972, Chap. IV.

Abelian varieties

Recall (p89) that AV0(k) is the category whose objects are the abelian varieties overk,
but whose homs are Hom0(A, B) D Hom(A, B)˝ Q. It follows from results of Weil that
AV0(k) is a semisimpleQ-category with the simple abelian varieties (see p89) as its simple
objects. Amazingly, whenk is finite, we know its numerical invariants.

Abelian varieties overFq, q D pn

Recall that a Weilq-integer is an algebraic integer such that, for every embedding�WQ[� ]!
C, j��j D q

1
2 . Two Weil q-integers� and� 0 areconjugateif there exists an isomorphism

Q[� ]! Q[� 0] sending� to � 0.

83This will always be true whenF is ap-adic or number field, but is not true (or, at least, no known to be
true) for other fields. In the general case, it becomes true afterD has been replaced byMr (D) for somer .
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THEOREM 15.4(HONDA-TATE). The mapA 7! �A defines a bijection froṁ (AV(Fq))

to the set of conjugacy classes of Weilq-integers. For any simpleA, the centre ofD Ddf

End0(A) is F D Q[�A], and for a primev of F ,

invv(D) D
8
<
:

1
2

if v is real
ordv(�A)

ordv(q)
[FvWQp] if vjp

0 otherwise.

Moreover,2 dimA D [DWF]
1
2 � [F WQ].

In fact,Q[� ] can only have a real prime if� D ppn. Let W1(q) be the set of Weil
q-integers inQal � C. Then the theorem gives a bijection

˙(AV0(Fq))! �nW1(q), � D Gal(Qal=Q).

NOTES. Except for the statement that every�A arises from anA, the theorem is due to
Tate. That every Weilq-integer arises from an abelian variety was proved (using10.10) by
Honda. See Tate 1969 for a discussion of the theorem.

Abelian varieties overF

We shall need a similar result for an algebraic closureF of Fp.
If � is a Weilpn-integer, then�m is a Weilpmn-integer, and so we have a homomor-

phism� 7! �mWW1(p
n)! W1(pnm). Define

W1 D lim�!W1(pn).

If � 2 W1 is represented by�n 2 W1(p
n), then�m

n 2 W1(pnm) also represents� , and
Q[�n] � Q[�m

n ]. DefineQf�g to be the field of smallest degree overQ generated by a
representative of� .

Every abelian variety overF has a model defined over a finite field, and if two abelian
varieties over a finite field become isomorphic overF, then they are isomorphic already over
a finite field. LetA be an abelian variety overFq. When we regardA as an abelian variety
overFqm, then the Frobenius map is raised to themth-power (obviously):�AFqm

D �m
A .

Let A be an abelian variety defined overF, and letA0 be a model ofA overFq. The

above remarks show thatsA(v) Ddf
ordv(�A0

)

ordv(q)
is independent of the choice ofA0. More-

over, for any�WQ[�A0
] ,! Qal, the�-orbit of the element�A of W1 represented by��A0

depends only onA.

THEOREM 15.5. The mapA 7! ��A defines a bijectioṅ (AV0(F)) ! �nW1. For any
simpleA, the centre ofD Ddf End0(A) is isomorphic toF D Qf�Ag, and for any primev
of F ,

invv(D) D
8
<
:

1
2

if v is real
sA(v) � [FvWQp] if vjp
0 otherwise.

PROOF. This follows from the Honda-Tate theorem and the above discussion.
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Our goal in the remainder of this section is to give an elementary construction of a
semisimpleQ-category that contains, in a natural way, a category of “fake abelian varieties
overF” with the same numerical invariants asAV0(F).

For the remainder of this sectionF is a field of characteristic zero.

Tori and their representations

Let T be a torus overF split by a galois extensionL=F with galois group�. As we
noted on p19, to give a representation� of T on anF -vector spaceV amounts to giving
anX �(T )-gradingV (L) D L�2X �(T )V� of V (L) with the property that�V� D V�� for
all � 2 � and� 2 X �(T ). In this,L=F can be an infinite galois extension.

PROPOSITION15.6. Let� D Gal(F al=F). The category of representationsRep(T ) of T

on F -vector spaces is semisimple. The set of isomorphism classes of simple objects is in
natural one-to-one correspondence with the orbits of� acting onX �(T ), i.e.,˙(Rep(T )) D
�nX �(T ). If V�� is a simple object corresponding to��, thendim(V��) is the order of
��, and

End(V�) � F(�)

whereF(�) is the fixed field of the subgroup�(�) of � fixing�.

PROOF. Follows easily from the preceding discussion.

REMARK 15.7. Let � 2 X �(T ), and let�(�) andF(�) be as in the proposition. Then
Hom(F(�), F al) �D �=�(�), and soX �((Gm)F(�)=F ) D Z�=�(�). The map

P
n�� 7!

P
n���WZ�=�(�)! X �(T )

defines a homorphism

T ! (Gm)F(�)=F . (58)

From this, we get a homomorphism of cohomology groups

H 2(F, T )! H 2(F, (Gm)F(�)=F ).

But Shapiro’s lemma (CFT, II 1.11) shows thatH 2(F, (Gm)F(�)=F ) �D H 2(F(�),Gm),
which is the Brauer group ofF(�). On composing these maps, we get a homomorphism

H 2(F, T )! Br(F(�)). (59)

The proposition gives a natural construction of a semisimple categoryM with ˙(M) D
�nN , whereN is any finitely generatedZ-module equipped with a continuous action of
�. However, the simple objects have commutative endomorphism algebras. To go further,
we need to look at new type of structure.
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Affine extensions

Let L=F be a Galois extension of fields with Galois group�, and letG be an algebraic
group overF . In the following, we consider only extensions

1! G(L)! E ! � ! 1

in which the action of� onG(L) defined by the extension is the natural action, i.e.,

if e� 7! � , thene�ge�1� D �g (e� 2 E, � 2 �, g 2 T (F al)).

For example, there is always thesplit extensionEG Ddf G(L)o �.
An extensionE is affine if its pull-back to some open subgroup of� is split. Equiva-

lently, if for the� in some open subgroup of�, there existe� 7! � such thate�� D e�e� .
We sometimes call such anE anL=F -affine extension withkernelG.

Consider an extension
1! T ! E ! � ! 1

with T commutative. IfE is affine, then it is possible to choose thee� ’s so that the2-
cocycled W� � � ! T (L) defined by

e�e� D d�,�e�e� , d�,� 2 T (F al).

is continuous. Thus, in this caseE defines a classcl(E) 2 H 2(F, T ).
A homomorphismof affine extensions is a commutative diagram

1 ���! G1(L) ���! E1 ���! � ���! 1??y
??y�


1 ���! G2(L) ���! E2 ���! � ���! 1

such that the restriction of the homomorphism� to G1(L) is defined by a homomorphism
of algebraic groups (overL). A morphism� ! � 0 of homomorphismsE1 ! E2 is an
element ofg of G2(L) such that ad(g) ı � D � 0, i.e., such that

g � �(e) � g�1 D � 0(e), all e 2 E1.

For a vector spaceV overF , letEV be the split affine extension defined by the algebraic
group GL(V ). A representationof an affine extensionE is a homomorphismE ! EV .

REMARK 15.8. To give a representation ofEG on EV is the same as to give a represen-
tation ofG on V . More precisely, the functorRep(G) ! Rep(EG) is an equivalence of
categories. The proof of this uses thatH 1(F, GL(V )) D 1.

PROPOSITION15.9. Let E be anL=F -affine extension whose kernel is a torusT split
by L. The categoryRep(E) is a semisimpleF -category with˙(Rep(E)) D �nX �(T ).
Let V�� be a simple representation ofE corresponding to�� 2 �nX �(T ). Then,D D
End(V��) has centreF(�), and its class inBr(F(�)) is the image ofcl(E) under the
homomorphism (59).
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PROOF. Omitted (but it is not difficult).

We shall also need to consider affine extensions in which the kernel is allowed to be a
protorus, i.e., the limit of an inverse system of tori. ForT D lim �Ti, X �(T ) D lim�!X �(Ti),
andT 7! X �(T ) defines an equivalence from the category of protori to the category of
freeZ-modules with a continuous action of�. Here continuous means that every element
of the module is fixed by an open subgroup of�. Let L D F al. By anaffine extension
with kernelT , we mean an exact sequence

1! T (F al)! E ! � ! 1

whose push-out
1! Ti(F

al)! Ei ! � ! 1

by T (F al)! Ti(F
al) is an affine extension in the previous sense. A representation of such

an extension is defined exactly as before.

REMARK 15.10. Let
L

�
L0

F

�

�
F 0
� 0

be a diagram of fields in whichL0=F 0 is Galois with group� 0. From anL=F -affine exten-
sion

1! G(L)! E ! � ! 1

with kernelG we obtain anL0=F 0-affine extension

1! G(L0)! E0 ! � 0 ! 1

with kernelGF 0 by pulling back by� 7! � jLW� 0 ! � and pushing out byG(L) !
G(L0)).

EXAMPLE 15.11. Let Qun
p be a maximal unramified extension ofQp, and letLn be the

subfield ofQun
p of degreen overQp. Let �n D Gal(Ln=Qp), let D1,n be the division

algebra in (15.1c), and let

1! L�n ! N(L�n )! �n! 1

be the corresponding extension. HereN(L�n ) is the normalizer ofL�n in D1,n:

N(L�n ) DF0�i�n�1L�n ai.

This is anLn=Qp-affine extension with kernelGm. On pulling back by� ! �n and
pushing out byL�n ! Qun�

p , we obtain aQun�
p =Qp-affine extensionDn with kernelGm.

From a representation ofDn we obtain a vector spaceV overQun
p equipped with a� -linear

mapF (the image of(1, a) is (F, �)). On tensoring this with the completionL of Qun
p , we

obtain an isocrystal that can be expressed as a sum ofE�’s with � 2 1
n
Z.
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Note that there is a canonical section toN(L�n )! �n, namely,� i 7! ai , which defines
a canonical section toDn! �.

There is a homomorphismDnm! Dn whose restriction to the kernel is multiplication
by m. The inverse limit of this system is aQun

p =Qp-affine extensionD with kernelG Ddf

lim �Gm. Note thatX �(G) D lim�!
1
n
Z=Z D Q. There is a natural functor fromRep(D) to

the category of isocrystals, which is faithful and essentially surjective on objects but not
full. We call D theDieudonńe affine extension.

The affine extensionP

Let W (pn) be the subgroup ofQal� generated byW1(pn), and letW D lim�!W (pn). Then

W is a freeZ-module of infinite rank with a continuous action of� D Gal(Qal=Q). For
� 2 W , we defineQf�g to be the smallest field generated by a representative of� . If � is
represented by�n 2 W (pn) andj�(�n)j D (pn)m=2, we say that� has weightm and we
write

s�(v) D ordv(�n)

ordv(q)
.

THEOREM 15.12. Let P be the protorus overQ with X �(P) D W . Then there exists an
affine extension

1! P(Qal)! P! � ! 1

such that
(a) ˙(Rep(P)) D �nW ;
(b) for � 2 W , let D(�) D End(V��) whereV�� is a representation corresponding to

�� ; then D(�) is isomorphic to the division algebraD with centreQf�g and the
invariants

invv(D) D
8
<
:

(1
2
)wt(�) if v is real

s�(v) � [Qf�gvWQp] if vjp
0 otherwise.

Moreover,P is unique up to isomorphism.

PROOF. Let c(�) denote the class in Br(Qf�g) of the division algebraD in (b). To prove
the result, we have to show that there exists a unique class inH 2(Q, P) mapping toc(�)

in Br(Qf�g) for all � :

c 7! (c(�))WH 2(Q, P)
(59)! Q

��2�nW Br(Qf�g).

This is an exercise in galois cohomology, which, happily, is easier than it looks.

We call a representation ofP a fake motiveoverF, and afake abelian varietyif its
simple summands correspond to� 2 �nW1. Note that the category of fake abelian varieties
is a semisimpleQ-category with the same numerical invariants asAV0(F).
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The local form Pl of P

Let l be a prime ofQ, and choose a primewl of Qal dividing l . LetQal
l

be the algebraic
closure ofQl in the completion ofQal atwl . Then�l Ddf Gal(Qal

l
=Ql) is a closed subgroup

of � Ddf Gal(Qal=Q), and we have a diagram

Qal Qal
l

Q

�

Ql .

�l
(60)

FromP we obtain aQal
l
=Ql -affine extensionP(l) by pulling back by�l ! � and pushing

out byP(Qal)! P(Qal
l
) (cf. 15.10).

TheQ`-space attached to a fake motive

Let ` 6D p,1 be a prime ofQ.

PROPOSITION15.13. There exists a continuous homomorphism�` making

�`

ª¡
¡

¡�` jj
1 - P(Qal

` ) - P(`) - �` - 1

commute.

PROOF. To prove this, we have to show that the cohomology class ofP in H 2(Q, P) maps
to zero inH 2(Q`, P), but this is not difficult.

Fix a homomorphism�`W�` ! P(`) as in the diagram. Let�WP ! EV be a fake
motive. From�, we get a homomorphism

�(`)WP(`)! GL(V (Qal
` ))o �`.

For � 2 �`, let (�(`) ı �`)(�) D (e� , �). Because�` is a homomorphism, the automor-
phismse� of V (Qal

`
) satisfy

e� ı �e� D e�� , �, � 2 �`,
and so

� � v D e�(�v)

is an action of�` onV (Qal
`
), which one can check to be continuous. Therefore (AG, 14.13),

V`(�) Ddf V (Qal

`
)�` is aQ`-structure onV (Qal

`
). In this way, we get a functor� 7! V`(�)

from the category of fake motives overF to vector spaces overQ`.
The�` can be chosen in such a way that the spacesV`(�) contain latticesƒ`(�) that are

well-defined for almost all̀ 6D p, which makes it possible to define

V
p

f
(�) DQ` 6Dp,1(V`(�)Wƒ`(�)).

It is a free module overAp

f
Ddf

Q
` 6Dp,1(Q`WZ`).
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The isocrystal of a fake motive

Choose a primewp of Qal dividing p, and letQun
p andQal

p denote the subfields of the com-
pletion ofQal atwp. Then�p Ddf Gal(Qal

p=Qp) is a closed subgroup of� Ddf Gal(Qal=Q)

and�un
p Ddf Gal(Qun

p =Qp) is a quotient of�p.

PROPOSITION15.14. (a) The affine extensionP(p) arises by pull-back and push-out from
aQun

p =Qp-affine extensionP(p)un.
(b) There is a homomorphism ofQun

p =Qp-extensionsD! P(p)un whose restriction to
the kernels,G! PQp

, corresponds to the map on characters� 7! s�(wp)WW ! Q.

PROOF. (a) This follows from the fact that the image of the cohomology class ofP in
H 2(�p, P(Qal

p )) arises from a cohomology class inH 2(�un
p , P(Qun

p )).
(b) This follows from the fact that the homomorphismH 2(Qp,G) ! H 2(Qp, PQp

)

sends the cohomology class ofD to that ofP(p)un.

In summary:

1 ���! Gm(Qun
p ) ���! D ���! �un

p ���! 1??y
??y


1 ���! P(Qun

p ) ���! P(p)un ���! �un
p ���! 1??y ...
x??

1 ���! P(Qal
p ) ���! P(p) ���! �p ���! 1

A fake motive�WP! EV gives rise to a representation ofP(p), which arises from a
representation ofP(p)un (cf. the argument in the preceding subsubsection). On composing
this with the homomorphismD ! P(p)un, we obtain a representation ofD, which gives
rise to an isocrystalD(�) as in (15.11).

Abelian varieties of CM-type and fake abelian varieties

We saw in (10.5) that an abelian variety of CM-type overQal defines an abelian variety
overF. Does it also define a fake abelian variety? The answer is yes.

PROPOSITION15.15. Let T be a torus overQ split by a CM-field, and let� be a cochar-
acter ofT such that� C �� is defined overQ (here� is complex conjugation). Then there
is a homomorphism, well defined up to isomorphism,

��WP! ET .

PROOF. Omitted.

Let A be an abelian variety of CM-type(E,ˆ) overQal, and letT D (Gm)E=Q. Then
ˆ defines a cocharacter�ˆ of T (see12.4(b)), which obviously satisfies the conditions of
the proposition. Hence we obtain a homomorphism�WP ! ET . Let V D H1(A,Q).
From� and the representation� of T onV we obtain a fake abelian variety� ı� such that
V`(� ı�) D H1(A,Q`) (obvious) andD(�) is isomorphic to the Dieudonné module of the
reduction ofA (restatement of the Shimura-Taniyama formula).
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ASIDE 15.16. The category of fake abelian varieties has similar properties toAV0(F). By
using theQ`-spaces and the isocrystals attached to a fake abelian variety, it is possible to
define aZ-linear category with properties similar toAV(F).84

NOTES. The affine extensionP is defined in Langlands and Rapoport 1987,~~1–3, where
it is called “die pseudomotivische Galoisgruppe”. There an affine extension is called a
Galoisgerbe although, rather than a gerbe, it can more accurately be described as a concrete
realizations of a groupoid. See also Milne 1992. In the above, I have ignored uniqueness
questions, which can be difficult (see Milne 2003).

84Abelian varieties over finite fields have applications to coding theory and cryptography. Perhaps false
abelian varieties, being more elementary, also have such applications.
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16 The good reduction of Shimura varieties

We now write ShK (G, X ), or just ShK , for the canonical model of the Shimura variety over
its reflex field.

The points of the Shimura variety with coordinates in the algebraic clo-
sure of the rational numbers

When we have a description of the points of the Shimura variety overC in terms of abelian
varieties or motives plus additional data, then the same description holds overQal. For
example, for the Siegel modular variety attached to a symplectic space(V , ), ShK (Qal)

classifies the isomorphism classes of triples(A, s, �K) in which A is an abelian variety
defined overQal, s is an element of NS(A) ˝ Q containing aQ�-multiple of an ample
divisor, and� is aK-orbit of isomorphismsV (Af )! Vf (A) sending to anA�

f
-multiple

of the pairing defined bys. Here NS(A) is the Ǹeron-Severi group ofA (divisor classes
modulo algebraic equivalence).

On the other hand, I do not know a description of ShK (Qal) when, for example,Gad has
factors of typeE6 or E7 or mixed typeD. In these cases, the proof of the existence of a
canonical model is quite indirect.

The points of the Shimura variety with coordinates in the reflex field

OverE D E(G, X ) the following additional problem arises. LetA be an abelian variety
overQal. Suppose we know that�A is isomorphic toA for all � 2 Gal(Qal=E). Does this
imply thatA is defined overE? Choose an isomorphismf� W �A! A for each� fixing E.
A necessary condition that thef� arise from a model overE is that they satisfy the cocycle
condition:f� ı �f� D f�� . Of course, if the cocycle condition fails for one choice of the
f� ’s, we can try another, but there is an obstruction to obtaining a cocycle which lies in the
cohomology setH 2(Gal(Qal=E), Aut(A)).

Certainly, this obstruction would vanish if Aut(A) were trivial. One may hope that the
automorphism group of an abelian variety (or motive) plus data in the family classified by
ShK (G, X) is trivial, at least whenK is small. This is so when condition SV5 holds, but
not otherwise.

In the Siegel case, the centre ofG isGm and so SV5 holds. Therefore, providedK is
sufficiently small, for any fieldL containingE(G, X), ShK (L) classifies triples(A, s, �K)

satisfying the same conditions as whenL D Qal. Here A an abelian variety overL,
s 2 NS(A) ˝ Q, and� is an isomorphismV (Af ) ! Vf (A) such that�K is stable under
the action of Gal(Lal=L).

In the Hilbert case (4.14), the centre ofG is (Gm)F=Q for F a totally real field and
SV5 fails: F� is not discrete inA�

F,f
because every nonempty open subgroup ofA�

F,f

will contain infinitely many units. In this case, one has a description of ShK (L) whenL is
algebraically closed, but otherwise all one can say is that ShK (L) D ShK (Lal)Gal(Lal=L).
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Hyperspecial subgroups

The modular curve�0(N)nH1 is defined overQ, and it has good reduction at the primes
not dividing the levelN and bad reduction at the others. Before explaining what is known
in general, we need to introduce the notion of a hyperspecial subgroup.

DEFINITION 16.1. Let G be a reductive group overQ (overQp will do). A subgroup
K � G(Qp) is hyperspecialif there exists a flat group schemeG overZp such that
ı GQp

D G (i.e.,G extendsG toZp);
ı GFp

is a connected reductive group (necessarily of the same dimension asG because
of flatness);
ı G(Zp) D K.

EXAMPLE 16.2. Let G D GSp(V , ). Let ƒ be a lattice inV (Qp), and letKp be the
stabilizer ofƒ. ThenKp is hyperspecial if the restriction of to ƒ � ƒ takes values in
Zp and is perfect (i.e., induces an isomorphismƒ ! ƒ_; equivalently, induces a nonde-
generate pairingƒ=pƒ �ƒ=pƒ! Fp). In this case,GFp

is again a group of symplectic
similitudes overFp (at least ifp 6D 2).

EXAMPLE 16.3. In the PEL-case, in order for there to exist a hyperspecial group, the alge-
braB must be unramified abovep, i.e.,B˝QQp must be a product of matrix algebras over
unramified extensions ofQp. When this condition holds, the description of the hyperspecial
groups is similar to that in the Siegel case.

There exists a hyperspecial subgroup inG(Qp) if and only if G is unramifiedoverQp,
i.e., quasisplit overQp and split over an unramified extension.

For the remainder of this section we fix a hyperspecial subgroupKp � G(Qp), and
we writeShp(G, X) for the family of varietiesShKp�Kp

(G, X ) with Kp running over the
compact open subgroups ofG(Ap

f
). The groupG(Ap

f
) acts on the familyShp(G, X).

The good reduction of Shimura varieties

Roughly speaking, there are two reasons a Shimura variety may have bad reduction at a
prime dividingp: the reductive group itself may be ramified atp or p may divide the level.
For example, the Shimura curve defined by a quaternion algebraB overQ will have bad
reduction at a primep dividing the discriminant ofB, and (as we noted above)�0(N)nH1

has bad reduction at a prime dividingN . The existence of a hyperspecial subgroupKp

forcesG to be unramified atp, and by considering only the varieties ShKpKp
(G, X ) we

avoid the second problem.

THEOREM 16.4. Let Shp(G, X) be the inverse system of varieties overE(G, X) defined
by a Shimura datum(G, X ) of abelian type and a hyperspecial subgroupKp � G(Qp).
Then, except possibly for some small set of primesp depending only on(G, X), Shp(G, X)

has canonical good reduction at every primep of E(G, X ) dividingp, .

REMARK 16.5. Let Ep be the completion ofE at p, let OOp be the ring of integers inEp,
and letk(p) be the residue fieldOOp=p.
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(a) By Shp(G, X) having good reductionp, we mean that the inverse system

(ShKpKp
(G, X))Kp , Kp � G(Ap

f
) compact open,Kp fixed,

extends to an inverse system of flat schemesSp D (SKp) over OOp whose reduction modulo
p is an inverse system of varieties(ShKpKp

(G, X))Kp overk(p) such that, forKp � K0p

sufficiently small,
ShKpKp

 ShK 0pKp

is an étale map of smooth varieties. We require also that the action ofG(Ap

f
) on Shp

extends to an action onSp.
(b) A variety overEp may not have good reduction to a smooth variety overk(p) —

this can already be seen for elliptic curves — and, when it does it will generally have good
reduction to many different smooth varieties, none of which is obviously the best. For
example, given one good reduction, one can obtain another by blowing up a point in its
closed fibre. By Shp(G, X ) havingcanonicalgood reduction atp, I mean that, for any
formally smooth schemeT over OOp,

Hom OOp
(T , lim �

Kp

SKp) �D HomEp(TEp , lim �
Kp

ShKpKp
). (61)

A smooth scheme is formally smooth, and an inverse limit of schemesétale over a smooth
scheme is formally smooth. As lim �SKp is formally smooth overOOp, (61) characterizes it
uniquely up to a unique isomorphism (by the Yoneda lemma).

(c) In the Siegel case, Theorem16.4was proved by Mumford (his Fields medal theo-
rem; Mumford 1965). In this case, theSKp andShKpKp

are moduli schemes. The PEL-case
can be considered folklore in that several authors have deduced it from the Siegel case and
published sketches of proof, the most convincing of which is in Kottwitz 1992. In this
case,Sp(G, X) is the zariski closure of Shp(G, X) in Sp(G( ), X( )) (cf. 5.16), and it is
a moduli scheme. The hodge case85 was proved by Vasiu (1999) except for a small set of
primes. In this case,Sp(G, X) is the normalization of the zariski closure of Shp(G, X) in
Sp(G( ), X( )). The case of abelian type follows easily from the hodge case.

(d) That Shp should have good reduction whenKp is hyperspecial was conjectured in
Langlands 1976, p411. That there should be a canonical model characterized by a condition
like that in (b) was conjectured in Milne 1992,~2.

Definition of the Langlands-Rapoport set

Let (G, X) be a Shimura datum for which SV4,5,6 hold, and let

Shp(C) D Sh(C)=Kp D lim �
Kp

ShKpKp
(G, X )(C).

85Over the reflex field, Shimura varieties of Hodge type are no more difficult than Shimura varieties of
PEL-type, but when one reduces modulo a prime they become much more difficult for two reasons: general
tensors are more difficult to work with than endomorphisms, and little is known about Hodge tensors in
characteristicp.
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Forx 2 X , let I(x) be the subgroupG(Q) fixing x, and let

S(x) D I(x)nXp(x)�Xp(x), X p(x) D G(Ap

f
), Xp(x) D G(Qp)=Kp.

One sees easily that there is a canonical bijection of sets withG(Ap

f
)-action

F
S(x)! Shp(C)

where the left hand side is the disjoint union over a set of representatives forG(Q)nX .
This decomposition has a modular interpretation. For example, in the case of a Shimura
variety of hodge type, the setS(x) classifies the family of isomorphism classes of triples
(A, (si), �K) with (A, (si)) isomorphic to a fixed pair.

Langlands and Rapoport (1987, 5e) conjecture thatShp(F) has a similar description ex-
cept that now the left hand side runs over a set of isomorphism classes of homomorphisms
�WP ! EG. Recall that an isomorphism from one� to a second� 0 is an elementg of
G(Qal) such that

� 0(p) D g � �(p) � g�1, all p 2 P.

Such a� should be thought of as a “pre fake abelian motive with tensors”. Specifically,
if we fix a faithful representationG ,! GL(V ) and tensorsti for V such thatG is the
subgroup of GL(V ) fixing theti, then each� gives a representationP! GL(V (Qal))o�
(i.e., a fake abelian motive) plus tensors.

Definition of the setS(�)

We now fix a homomorphism�WP ! EG and define a setS(�) equipped with a right
action ofG(Ap

f
) and a commuting Frobenius operatorˆ.

Definition of the group I(�). The groupI(�) is defined to be the group of automor-
phisms of�,

I(�) D fg 2 G(Qal) j ad(g) ı � D �g.
Note that if�WG ! GL(V ) is a faithful representation ofG, then� ı � is a fake motive
andI(�) � Aut(� ı �) (here we have abbreviated� o 1 to �).

Definition of Xp(�). Let ` be a prime6D p,1. We choose a primew` of Qal dividing `,
and defineQal

`
and�` � � as on p126.

Regard�` as anQal
`
=Q`-affine extension with trivial kernel, and write�` for the homo-

morphism
� 7! (1, �)W�` ! EG(`), EG(`) D G(Qal

` )o �`.

From� we get a homomorphism�(`)WP(`) ! EG(`), and, on composing this with
the homomorphism�`W�` ! P(`) provided by (15.13), we get a second homomorphism
�` ! EG(`).

Define
X`(�) D Isom(�`, �` ı �(`)).
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Clearly, Aut(�`) D G(Q`) acts onX`(�) on the right, andI(�) acts on the left. IfX`(�)

is nonempty, then the first action makesX`(�) into a principal homogeneous space for
G(Q`).

Note that if�WG ! GL(V ) is a faithful representation ofG, then

X`(�) � Isom(V (Q`), V`(� ı �)). (62)

By choosing the�` judiciously (cf. p126), we obtain compact open subspaces of the
X`(�), and we can defineXp(�) to be the restricted product of theX`(�). If nonempty, it
is a principal homogeneous space forG(Ap

f
).

Definition of Xp(�). We choose a primewp of Qal dividing p, and we use the notations
of p127. We letL denote the completion ofQun

p , and we letOL denote the ring of integers
in L (it is the ring of Witt vectors with coefficients inF). We let� Frobenius automorphism
of Qun

p or L that acts asx 7! xp on the residue field.
From� and (15.14), we have homomorphisms

D �! P(p)un �(p)
un

�! G(Qun
p )o �un

p .

For somen, the composite factors throughDn. There is a canonical element inDn mapping
to � , and we let(b, �) denote its image inG(Qun

p ) o �un
p . The imageb(�) of b in G(L)

is well-defined up to�-conjugacy, i.e., ifb(�)0 also arises in this way, thenb(�)0 D g�1 �
b(�) � �g.

Note that if�WG ! GL(V ) is a faithful representation ofG, thenD(� ı �) is V (L)

with F acting asv 7! b(�)�v.
Recall p102that we have a well-definedG(Qal)-conjugacy classc(X) of cocharacters

of GQal. We can transfer this to conjugacy class of cocharacters ofGQal
p
, which contains

an element� defined overQun
p (see12.3; G splits overQun

p because we are assuming it
contains a hyperspecial group). Let

Cp D G(OL) � �(p) �G(OL).

Here we are writingG(OL) for G(OL) with G as in the definition of hyperspecial.
Define

Xp(�) D fg 2 G(L)=G(OL) j g�1 � b(�) � g 2 Cpg.
There is a natural action ofI(�) on this set.

Definition of the Frobenius element̂ . Forg 2 Xp(�), define

ˆ(g) D b(�) � �b(�) � � � � � �m�1b(�) � �mg

wherem D [EvWQp].

The setS(�). Let
S(�) D I(�)nXp(�)�Xp(�).

SinceI(�) acts on bothXp(�) andXp(�), this makes sense. The groupG(Ap

f
) acts on

S(�) through its action onXp(�) andˆ acts through its action onXp(�).
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The admissibility condition

The homomorphisms�WP! EG contributing to the Langlands-Rapoport set must satisfy
an admissibility condition at each prime plus one global condition.

The condition at1. Let E1 be the extension

1! C�! E1! �1! 1, �1 D Gal(C=R) D h�i
associated with the quaternion algebraH, and regard it as an affine extension with kernel
Gm. Note thatE1 D C� t C�j andjzj�1 D z.

From the diagram (60) with l D 1, we obtain aC=R-affine extension

1! P(C)! P(1)! �1! 1.

LEMMA 16.6. There is a homomorphism�1WE1 ! P(1) whose restriction to the ker-
nels,Gm 7! PC, corresponds to the map on characters� 7! wt (�).

PROOF. This follows from the fact that the homomorphismH 2(�1,Gm)! H 2(�1, PR)

sends the cohomology class ofE1 to that ofP(1).

LEMMA 16.7. For anyx 2 X , the formulas

�x(z) D (wX (z), 1), �x(j) D (�x(�1)�1, �)

define a homomorphismE1 ! P(1). Replacingx with a different point, replaces the
homomorphism with an isomorphic homomorphism.

PROOF. Easy exercise.

Write �X for the isomorphism class of homomorphisms defined in (16.7). Then the
admissibility condition at1 is that�1 ı �(1) 2 �X .

The condition at ` 6D p. The admissibility condition at̀ 6D p is that the setX`(�) be
nonempty, i.e., that�` ı �(`) be isomorphic to�`.

The condition at p. The condition atp is that the setXp(�) be nonempty.

The global condition. Let �WG ! T be the quotient ofG by its derived group. FromX
we get a conjugacy class of cocharacters ofGC, and hence a well defined cocharacter� of
T . Under our hypotheses on(G, X ), � satisfies the conditions of (15.15), and so defines a
homomorphism��WP! ET . The global condition is that� ı � be isomorphic to��.

The Langlands-Rapoport set

The Langlands-Rapoport set
LR(G, X) D

G
S(�)

where the disjoint union is over a set of representatives for the isomorphism classes of
admissible homomorphism�WP ! EG. There are commuting actions ofG(Ap

f
) and of

the Frobenius operator̂ on LR(G, X ).
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The conjecture of Langlands and Rapoport

CONJECTURE16.8(LANGLANDS AND RAPOPORT1987). Let (G, X) be a Shimura da-
tum satisfying SV4,5,6 and such thatGder is simply connected, and letKp be a hyperspecial
subgroup ofG(Qp). Let p be a prime ofE(G, X) dividing p, and assume thatShp has
canonical good reduction atp. Then there is a bijection of sets

LR(G, X)! Shp(G, X )(F) (63)

compatible with the actionsG(Ap

f
) and the Frobenius elements.

REMARK 16.9. (a) The conditions SV5 and SV6 are not in the original conjecture — I
included them to simplify the statement of the conjecture.

(b) There is also a conjecture in which one does not require SV4, but this requires that
P be replaced by a more complicated affine extension86 Q.

(c) The conjecture as originally stated is definitely wrong without the assumption that
Gder is simply connected. However, when one replaces the “admissible homomorphisms”
in the statement with another notion, that of “special homomorphisms”, one obtains a state-
ment that should be true for all Shimura varieties. In fact, it is known that the statement
with Gder simply connected then implies the general statement (see Milne 1992,~4, for the
details and a more precise statement).

(d) It is possible to state, and prove, a conjecture similar to (16.8) for zero-dimensional
Shimura varieties. The map(G, X) ! (T , Y ) (see p60) defines a map of the associated
Langlands-Rapoport sets, and we should add to the conjecture that

LR(G, X) ���! Shp(G, X)(F)??y
??y

LR(T, Y ) ���! Shp(T , Y )(F)

commutes.

86This is done in the original paper of Langlands and Rapoport, but their definition is ofQ is wrong. For a
correct definition, see Pfau 1996.
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17 A formula for the number of points

A reader of the last two sections may be sceptical of the value of a description like (63),
even if proved. In this section we briefly explain how it leads to a very explicit, and useful,
formula for the number of points on the reduction of a Shimura variety with values in a
finite field.

Throughout,(G, X) is a Shimura datum satisfying SV4,5,6 andKp is a hyperspecial
subgroup ofG(Qp). We assume thatGder simply connected and that Shp(G, X) has canon-
ical good reduction at a primepjp of the reflex fieldE D E(G, X ). Other notations are as
in the last section; for example,Ln is the subfield ofQun

p of degreen overQp andL is the
completion ofQun

p . We fix a fieldFq � k(p) � Fp, q D pn.

Triples

We consider triples(0I  , ı) where
ı 0 is a semisimple element ofG(Q) that is contained in an elliptic torus ofGR (i.e.,

a torus that is anisotropic modulo the centre ofGR),
ı  D ( (`))` 6Dp,1 is an element ofG(Ap

f
) such that, for all̀ ,  (`) becomes conjugate

to 0 in G(Qal
`
),

ı ı is an element ofG(Ln) such that

N◦ dfD ı � �ı � . . . � �n�1ı,

becomes conjugate to0 in G(Qal
p ).

Two triples(0I  , ı) and( 00I  0, ı0) are said to beequivalent, (0I  , ı) � ( 00I  0, ı0), if
0 is conjugate to 00 in G(Q),  (`) is conjugate to 0(`) in G(Q`) for each̀ 6D p,1, and
ı is � -conjugate toı0 in G(Ln).

Given such a triple(0I  , ı), we set:
ı I0 D G0

, the centralizer of0 in G; it is connected and reductive;
ı I1 D the inner form ofI0R such thatI1=Z(G) is anisotropic;
ı I` D the centralizer of (`) in GQ` ;
ı Ip D the inner form ofGQp

such thatIp(Qp) D fx 2 G(Ln) j x�1 � ı � �x D ıg.
We need to assume that the triple satisfies the following condition:

(*) there exists an inner formI of I0 such thatIQ` is isomorphic toI` for
all ` (includingp and1).

Because0 and` are stably conjugate, there exists an isomorphisma`W I0,Qal
`
! I`,Qal

`
,

well-defined up to an inner automorphism ofI0 overQal
`
. Choose a system(I, a, (j`))

consisting of aQ-groupI , an inner twistingaW I0 ! I (isomorphism overQal), and iso-
morphismsj`W IQ` ! I` overQ` for all `, unramified for almost all̀, such thatj`ıa anda`
differ by an inner automorphism — our assumption (*) guarantees the existence of such a
system. Moreover, any other such system is isomorphic to one of the form(I, a, (j`ıadh`))
where(h`) 2 Iad(A).
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Let dx denote the Haar measure onG(Ap

f
) giving measure 1 toKp. Choose a Haar

measuredip on I(Ap

f
) that gives rational measure to compact open subgroups ofI(Ap

f
),

and use the isomorphismsj` to transport it to a measure onG(Ap

f
) (the centralizer of

 in G(Ap

f
)). The resulting measure does not change if(j`) is modified by an element

of Iad(A). Write dx for the quotient ofdx by dip. Let f be an element of the Hecke
algebraH of locally constantK-bi-invariantQ-valued functions onG(Af ), and assume
thatf D f p � fp wheref p is a function onG(Ap

f
) andfp is the characteristic function of

Kp in G(Qp) divided by the measure ofKp. Define

O (f p) D
Z

G(Ap

f
) nG(Ap

f
)

f p(x�1x) dx

Let dy denote the Haar measure onG(Ln) giving measure1 to G(OLn
). Choose a

Haar measuredip onI(Qp) that gives rational measure to the compact open subgroups, and
usejp to transport the measure toIp(Qp). Again the resulting measure does not change
if jp is modified by an element ofIad(Qp). Write dy for the quotient ofdy by dip.
Proceeding as on p133, we choose a cocharacter� in c(X) well-adapted to the hyperspecial
subgroupKp and defined overLn, and we let' be the characteristic function of the coset
G(OLn

) � �(p) �G(OLn
). Define

TOı(') D
Z

I(Qp)nG(Ln)

'(y�1ı�(y))dy

SinceI=Z(G) is anisotropic overR, and since we are assuming SV5,I(Q) is a discrete
subgroup ofI(Ap

f
), and we can define the volume ofI(Q)nI(Af ). It is a rational number

because of our assumption ondip anddip. Finally, define

I(0I  , ı) D I(0I  , ı)(f p, r ) D vol(I(Q)nI(Af )) �O (f p) � TOı(�r ).

The integralI(0I  , ı) is independent of the choices made, and

(0I  , ı) � ( 00I  0, ı0) H) I(0I  , ı) D I( 00I  0, ı0).

The triple attached to an admissible pair(�, ")

An admissible pair(�, 0) is an admissible homomorphism�WP! EG and a 2 I�(Q)

such that0x D ˆrx for somex 2 Xp(�). Here r D [k(p)WFp]. An isomorphism
(�, 0) ! (� 0,  00) of admissible pairs is an isomorphism� ! � 0 sending to  0, i.e., it
is ag 2 G(Qal) such that

ad(g) ı � D � 0, ad(g)( ) D  0.
Let (T , x) � (G, X ) be a special pair. Because of our assumptions on(G, X), the

cocharacter�x of T satisfies the conditions of (15.15) and so defines a homomorphism
�xWP ! ET . Langlands and Rapoport (1987, 5.23) show that every admissible pair is
isomorphic to a pair(�,  ) with � D �x and 2 T (Q). For such a pair(�,  ), b(�) is
represented by aı 2 G(Ln) which is well-defined up to conjugacy.

Let  be the image of0 in G(Ap

f
). Then the triple(0I  , ı) satisfies the conditions

in the last subsection. A triple arising in this way from an admissible pair will be called
effective.
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The formula

For a triple(0 . . .), the kernel of

H 1(Q, I0)! H 1(Q, G)˚QlH
1(Ql , I0)

is finite — we denote its order byc(0).

THEOREM17.1. Let(G, X) be a Shimura datum satisfying the hypotheses of (16.8). If that
conjecture is true, then

# Shp(Fq) D
X

(0I,ı)
c(0) � I(0I  , ı) (64)

where the sum is over a set of representatives for the effective triples.

PROOF. See Milne 1992, 6.13.

NOTES. Early versions of (64) can be found in papers of Langlands, but the first precise
general statement of such a formula is in Kottwitz 1990. There Kottwitz attaches a coho-
mological invariant̨ (0I  , ı) to a triple(0I  , ı), and conjectures that the formula (64)
holds if the sum is taken over a set of representatives for the triples with˛ D 1 (ibid. ~3).
Milne (1992, 7.9) proves that, among triples contributing to the sum,˛ D 1 if and only if
the triple is effective, and so the conjecture of Langlands and Rapoport implies Kottwitz’s
conjecture.87 On the other hand, Kottwitz (1992) proves his conjecture for Shimura vari-
eties of simple PEL type A or C unconditionally (without however proving the conjecture
of Langlands and Rapoport for these varieties).

87At least in the case that the weight is rational — Kottwitz does not make this assumption.
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18 Endnotes

Proof of Theorem5.4(footnote39)

First Proof: A torus T over a fieldk is said to bequasisplit if it is a product of tori
of the form ResF=k Gm. For such a torusT , Shapiro’s lemma and Hilbert’s Theorem 90
imply thatH 1(k, T ) D 0, and the weak approximation theorem in algebraic number theory
implies that real approximation holds.

Let T be a torus overQ, and letF be a finite galois extension ofk splitting T with
galois group�. From anx 2 X�(T ) fixed by� � �, we get a homomorphismZ[�=�]!
X�(T ), [ ] 7! x. On applying this observation to enoughx’s, we get an exact sequence

0!M2!M1! X�(T )! 0 (*)

of �-modules withM1 a finite direct sum of modules of the formZ[�=�] (varying�) and
M�

1 ! X�(T )� surjective for all subgroups� of �. It follows from the cohomology
sequence of (*) thatH 1(�, M2) D 0 for all subgroups� of �. The sequence (*) is the
cocharacter sequence of an exact sequence of tori

0! T2! T1! T ! 0 (**)

with T1 quasisplit. The cohomology sequence of (**) is an exact sequence

T1(R)! T (R)! H 1(C=R, T2).

But
H 1(C=R, T2) �D H�1Tate(h�i, M2) �D H 1(h�i, M2) D 0

where� denotes complex conjugation (the first isomorphism is Tate-Nakayama, and the
second is the periodicity of the cohomology of cyclic groups). Therefore,T1(R) maps onto
T (R), and so the real approximation theorem forT follows from that forT1.

Let S be a group of multiplicative type overQ (i.e., S is commutative andSı is a
torus). ThenX �(S) is a quotient of a direct sum of modules of the formZ[�=�] (as in the
preceding paragraph), and correspondingly there is an exact sequence

0! S ! T1! T2! 0

with T1 quasisplit. From the diagram

T1(Q) ���! T2(Q) ���! H 1(Q, S) ���! 0??y
??ydense

??y

T1(R)
ontoT2(R)C������! T2(R) ���! H 1(R, S) ���! 0

we see thatH 1(Q, S)! H 1(R, S) is surjective.
Finally, let G be a reductive group with centreZ. Choose a surjectionT ! Zı with

T a quasisplit torus (cf. (**) above). AsG D GderZı (almost direct product), there is an
exact sequence

1! S ! G 0 � T ! G ! 1
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with G 0 the simply connected covering group ofGder andS a group of multiplicative type.
The real approximation theorem holds forG 0 because it is unirational (Borel 1991,18.2)
andG 0(R) is connected. From the diagram

G 0(Q)� T (Q) ���! G(Q) ���! H 1(Q, S) ���! H 1(Q, G 0)??ydense

??y
??yonto

??yinjective

G 0(R)� T (R)
ontoG(R)C������! G(R) ���! H 1(R, S) ���! H 1(R, G 0)

we see that the real approximation theorem holds forG (the injectivity of the arrow at right
is the Hasse principle forG 0, Platonov and Rapinchuk 1994, Theorem 6.6, p286).

Second Proof (from a letter of G. Prasad, Sept 1, 1987).“To prove thatG(Q) is
dense inG(R), what you need is a result of H. Matsumoto, which is reproved in Borel-
Tits “Groupes ŕeductifs”, Publ. Math. IHES no 27, as Théor̀eme 14.4, according to which
given a maximalR-split torusS of G, S(R) meets every connected component ofG(R).
Now we observe that there is a maximal torusT defined overQ which contains a maximal
R-split torus ofG: To prove this, we will make use of the fact that the closure ofG(Q)

containsG(R)C. Take a maximal torusT defined overR and containing a maximalR-split
torus ofG. In T (R)C, let U be the set ofregular elements.U is open inT (R). Now let
U D S

g2G(R)gUg�1; thenU is an open subset ofG(R)C (to see this, consider the map
G(R) � U ! G(R) defined by(g, x) 7! gxg�1; it is everywhere regular). Hence, there
existst 2 U \ G(Q). As t is regular, the identity component of the centralizer oft in G

is a torus defined overQ, and ast has a conjugate inU , it is obvious thatT contains a
conjugate of the maximalR-split in T . This proves that there is a maximal torus defined
overQ which contains a maximalR-split torus ofG.”

Proof of the claim in 5.23

PROPOSITION: Let (G, X ) be a Shimura datum withGder simply connected, and as-
sume thatZ0 Ddf Z \ Gder satisfies the Hasse principle forH 1, i.e., H 1(Q, Z0) !Q

lD2,3,...,1H 1(Ql , Z0) is injective. Then, for any sufficiently small compact open sub-
groupK of G(Af ),

G(Q)C \K � Z(Q) �Gder(Q).

PROOF. (Cf. the proof of5.20.) Consider the diagram:

1 ���! Z0(Q) ���! Z(Q)�Gder(Q) ���! G(Q) ���! H 1(Q, Z0)
??y

??y


1 ���! Z0(Q) ���! Gder(Q) ���! Gad(Q) ���! H 1(Q, Z0).

Let q 2 G(Q)C. By definition, the image ofq in Gad(R) lies in its identity compo-
nent, and so lifts to an element ofGder(R). Therefore, the image ofq in H 1(R, Z0) is
zero. The isogenyZ � Gder ! G extends to a homomorphism over Spec(Z), which
will be an étale isogeny over SpecZ[d�1] for somed . For any` not dividing d , the
mapZ(Z`) � Gder(Z`) ! G(Z`) is surjective, and so, ifq 2 G(Z`), then it maps to
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zero in H 1(Q`, Z0). For the remaining̀ , the mapZ(Z`) � Gder(Z`) ! G(Z`) will
have open imageK`. Therefore, ifq 2 Q`-dG(Z`) �

Q
`jd K`, then it maps to zero inQ

l finiteH
1(Ql , Z0). Because of the Hasse principle, this implies thatg maps to zero in

H 1(Q, Z0), and therefore lies inZ(Q) �Gder(Q).
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